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A 1Global change: A fresh approach to new risks

Global risk potentials and their interplay with eco-
nomic, social and ecological processes of change have
emerged as a novel challenge to the international
community. Never before has human intervention in
nature assumed global dimensions.This has been dri-
ven on the one hand by a growing global population,
particularly in developing countries, and on the other
hand by rising human aspirations in conjunction with
specific patterns of production and consumption
(throughput growth), above all in industrialized
countries. By presenting this report, the Council
hopes to contribute constructively to an effective, ef-
ficient and objective management of the risks of
global change. The approach taken by the Council is
to:
• Identify a taxonomy of globally relevant risks and

highlight the particularly relevant classes of risk;
• Link both established and innovative risk assess-

ment strategies and corresponding risk manage-
ment tools to these classes, in order to define man-
agement priorities.

The approach taken to generate and apply knowl-
edge relating to the identification and management
of risks is a decisive element in the quest for ways to
deal with global risks. It is plain enough that it is es-
sential to depart from the principle of ‘trial and error’
that has until now dominated in empirical science.An
error with global consequences can lead to unaccept-
able damage. In a globally intermeshed world, in
which disasters can assume global proportions more
rapidly than ever before, letting events run their
course and mitigating any damage that may arise is
not an ethically acceptable principle. In the past, en-
vironmental risks were generally restricted to the re-
gional level. For instance, while the deforestation of
ancient Greece has significantly impaired the utiliza-
tion potentials of the soil there through erosion and
karstification, these environmental impairments
have remained locally contained. By contrast, many
of today’s environmental risks are global by nature. If
the Gulf Stream ceases, sea levels rise or a new Span-
ish Influenza pandemic afflicts the world, then the
consequences for the whole of humanity will be so in-
cisive and conceivably also irreversible that – even if

the probability of these events occurring is low –
timely counterstrategies are essential. The more far-
reaching the possible effects and the fewer avenues
for compensation there are, the more important a
risk policy centered on precautionary measures be-
comes, in order to prevent global disasters as far as
possible.

At the same time, however, it is impossible to safe-
guard against all global risks, particularly as opportu-
nities will always entail risks. The American sociolo-
gist Aaron Wildavsky has fittingly characterized this
dilemma: “No risk is the highest risk at all”. This is
why a further hope of the Council in the present re-
port is that it may contribute to an approach in which
the expedient combination of licensing procedures,
state regulation, liability rules and the application of
state-enforced precautionary principles may en-
hance confidence in the management capacities of
modern societies and may thus help to make the in-
ternational risk debate more rational and objective.
By ‘rational’ we do not mean blaming the potential
victims for their understandable aversion to tolerate
risks. Still less do we wish to play down the severity of
global risks. By an objective approach the Council
rather means the urgent necessity to face real haz-
ards – with all the associated uncertainties and ambi-
guities – in a manner that is targeted, rational and ef-
ficient, while at the same time exploiting the oppor-
tunities associated with taking risks. Without a will-
ingness to venture upon risks, there will be no
innovation. Without innovations, in turn, the eco-
nomic and ecological problems of the world will re-
main unsolved. We need to steer a prudent middle
course between boldness and caution.

Charting this middle course is hampered by the
circumstance that empirically oriented research is
not in a position to prove experimentally – not to
mention predict – the consequences of global envi-
ronmental risks. Although partial aspects of global
risks can indeed be analyzed in model experiments,
opportunities to carry out empirical experiments on
global effects are limited for obvious reasons. For ex-
ample, no one would want to experiment to see
whether an event in a nuclear power plant that slight-
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ly exceeds a credible accident scenario really leads to
the predicted impacts upon human health and the en-
vironment. Geophysical risks place even greater con-
straints upon empirical testing.

For the first time in human history, anthropogenic
emissions account for a substantial proportion of
geochemical cycles in nature. Measurements can re-
flect the dynamics and distribution of concentrations,
but tell us little about long-term consequences. At-
tempts to model these consequences in the laborato-
ry at a smaller, scaled-down level soon meet the lim-
its of transferability. Here science is largely depen-
dent upon analogies (for instance in the sphere of
medical risks) or computer simulation (for instance
in the sphere of climate risks). As yet, however, non-
linear processes and complex cause-effect patterns in
nature can only be captured to a limited extent by
modeling, simulation or other analytical tools. If we
further consider that ecology is a field particularly
characterized by these non-linear and complex
cause-effect chains, then scientific forecasts are in-
escapably subject to large uncertainties and ambigu-
ities. Even where the greatest efforts are applied,
these uncertainties and ambiguities can only be re-
duced to a certain extent (Section E). Risk policy is
thus inescapably bound to seek an objectively appro-
priate and ethically acceptable pathway in a cloud of
uncertainty, gaps in knowledge, ambiguity and inde-
terminacy (Section G).

Against this backdrop, the Council hopes that its
annual report may promote, through its painstaking
analysis and assessment of the risks of global change,
an objective debate on the acceptability of risks. In its
previous reports, each focusing on a specific domain
of global change, the Council has identified ‘guard
rails’ for these domains that cannot be crossed with-
out incurring excessive damage to humanity and the
environment. The present report identifies such
guard rails for the domain of global risks. Where ac-
tivities constitute a risk, the guard rails are extended
to form a boundary zone – a critical zone. If a risk
falls in the boundary zone, then particular care and
special precautions need to be taken.

In the opinion of the Council, the risks inherent in
global change can only be estimated with sufficient
accuracy and managed effectively through applying a
systemic approach.The impact areas characteristic of
the human-environment relationship overlap in
many ways, forming a complex structure of triggers,
modulators and effects. For instance, the risks of cli-
mate change, biodiversity loss, soil degradation and
food insecurity interlock with typical manifestations
of global change such as urbanization, population
growth, migration or impoverishment. Political fac-
tors (e.g. human rights, type of governance, institu-

tional stability and credibility) also play a crucial role
here.

As a matter of principle, the risks of global change
should be tackled as closely as possible to the indi-
vidual generators of risk, i.e. where possible at the lo-
cal or regional level. In this respect, the Council en-
dorses a management philosophy that initially large-
ly relies on the liability principle. However, this re-
quires appropriate structural conditions in the
individual countries. Where these are not given, they
would need to be created. Particularly where the
severity of their effects is largely uncertain, many
global risks further require a supraregional and state
or international regulation (Section H 2).

It is not only the inherent characteristics of global
problems that call for global policies provisioning
against risks. It is also the asymmetries among indi-
vidual countries in their capacity to manage such
risks effectively and efficiently that point to the ne-
cessity of international efforts to put in place a supra-
national system of cooperation and coordination in
risk prevention and emergency planning. The Coun-
cil sees such disparities particularly in the capacities
to identify and assess global risks, in corresponding
management competency and in vulnerability to the
risks of global change. For instance, the governments
of some developing countries are inadequately able
to assess new risks and to take effective countermea-
sures, or are only able to do so after some delay. This
is compounded by the circumstance that many coun-
tries have not established strong institutional provi-
sions for risk management and emergency planning.
Structural deficits and problems of implementation
also need to be noted here. This is why the Council
accords particular importance to financial and tech-
nical development cooperation in global policy. Fur-
thermore, risks of global change that affect interna-
tionally highly valued assets or that can be expected
to develop global impacts call for management at the
global level. This is exemplified by the prospect of a
global food security crisis (Section E 3.2), global cli-
mate change (Section D 6) or the spread of ‘old’ and
new pandemics (Sections D 3 and E 3.1).

Given the great number of risks and possible
threats on the one hand and the undisputed necessi-
ty to promote innovation and technological develop-
ment on the other, the Council hopes to have devel-
oped an approach that is appropriate to the phenom-
enon of risk, while also being practicable and making
a contribution to structuring global change in a way
that limits risks and extends opportunities. This ap-
proach combines the ‘guard rail’ philosophy, empha-
sis on the liability principle and a management ori-
ented classification of classes of risk. Core elements
of this concept include measures to improve the use
of existing knowledge or methods of generateing
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new knowledge, and strategies aimed at ‘containing’
risks. For each class of risk, graduated responses and
appropriate tools for containment are elaborated
(Section H 2).

The decision-making support provided by the fol-
lowing strategies for action thus pursues the guiding
objective of ensuring that, while the capacity for ac-
tion and innovative vigor of the international com-
munity does not slacken or even retract into unpro-
ductive wariness, the hazard potentials of global risks
are not ignored but rather taken to heart and tackled
in a precautionary fashion. These recommendations
build upon the taxonomy of risk that the Council has
developed for this report. These classes of risk are
characterized in detail in Section C and are used in
Section H to substantiate class-specific strategies.
These classes are further discussed in the proposals
for handling deficits in knowledge (Section G 4) and
for managing global risks (Section F 6).



Localizing risks in normal, transitional and prohibited areasA 2

The risks to which humanity is exposed are almost
beyond number. Some of these risks are associated
with natural processes and events, while others have
been created or intensified by human activities. The
fundamental dilemma is that all human activities can
be associated with unintended side effects, while at
the same time human needs cannot be met without
such activities. Taking risks is thus a necessary ele-
ment of human behavior and indeed a precondition
to economic and social development. At the same
time, an accumulation of risk threatens the continued
viability of a society. As set out above, a middle
course needs to be charted between taking opportu-
nities and containing risks.

The Council is convinced that there is no simple
recipe for assessing risks. In view of divergent prefer-
ences and states of development worldwide, risks
must be viewed as heterogeneous phenomena that
preclude standardized assessment and handling. At
the same time, however, risk policy would be over-
burdened if it were to develop and employ a special
strategy for the assessment of the risk of each indi-
vidual activity. The Council views a categorization of
the various risks in risk classes to be expedient, in a
manner similar to that already commonly applied to-
day in the assessment of toxicological risks. Catego-
rization in these risk classes is guided above all by the
basic concern to develop class-specific procedures
and management rules that permit handling of risks
in a way appropriate to the individual risk and com-
mensurate to the need for risk containment.

The procedure for handling risks recommended
by the Council can be represented as a simple deci-
sion tree (Fig. A 2-1). If an operator, a regulatory au-
thority or any other group interested in an activity or
technology that constitutes a risk needs to assess this
risk, then the questions should be answered in the or-
der that is posed in the decision tree.At the top of the
tree we ask whether the risks of a new activity or
technology are sufficiently known for there to be rea-
sonable grounds to assume a causal link between the
risk cause and possible adverse effects, and, further,
whether the potential severity of effects can at least
be identified and the probabilities of these effects oc-

curring roughly estimated. If the risks are entirely or
largely unknown, then the classic precautionary
strategies are called for, consisting of three parts:
• First, a prudent further development of risk-gen-

erating activities that is informed by risk contain-
ment or limitation;

• Second, strengthening the resilience of affected
systems; and

• Third, intensifying research efforts in order to per-
mit future unequivocal categorization according
to the various classes of risk and in order to iden-
tify possible side effects early on.

Finally, an early warning system for the perception
and researching of risks needs to be established (Sec-
tion G 4).

If the first question leads to the conclusion that
there are reasonable grounds to assume a causal link
between a specific cause and effect, that the magni-
tude of potential damage is largely identifiable and
that probabilities can be roughly estimated, then the
second question arises as to whether the risk is situ-
ated in the ‘normal area’, ‘transitional area’ or ‘pro-
hibited area’.The distinction between these three ar-
eas is set out in detail in Section C, and graphically il-
lustrated in Fig. A 2-2. Risks in the normal area have
the following characteristics:
• Low uncertainties regarding the probability distri-

bution of damage,
• In total, a small catastrophic potential,
• Low to medium uncertainty about both the prob-

ability of occurrence and the associated magni-
tude of damage,

• Low statistical confidence intervals with respect to
probability and magnitude of damage,

• Low levels of persistency and ubiquity (scope in
time and space),

• High reversibility of potential damage, and
• Low potential for social conflict and mobilization

(above all, no distinct inequities resulting from
discrepancies in the assessments made by the
group that is exposed to the risk and the group to
which opportunities and benefits accrue).

In this ‘normal’ case a simple link of probability and
severity through multiplication, with due considera-
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tion to respective variances, is expedient and appro-
priate, as practiced for many years in technical risk
analysis and in the insurance industry. If the two fac-
tors – probability and severity – are relatively small,
then the product of the two falls in the normal area.

For politicians, risks situated in this area indicate the
‘routine case’, for which, at least in Europe and in
many other countries, the existing laws and regula-
tions generally suffice. Indeed, further deregulation
could even be considered here. At the international

Unknown risk: 
Pursuit of strategies 

in Section G 4

Are the probability 
and extent of the risk known?

Damocles

Pandora

Cyclops

Pythia

Cassandra

Medusa

Normal risk: 
Not the subject of this study

Is the risk located 
in the normal area?

Assignment to which 
class of risk?

in normal 
area

yes

no

not in 
normal 
area

Reducing disaster potential

Ascertaining probability of occurrence

Improving precautions

Providing substitutes

Strengthening long-term responsibility

Building confidence

Priority strategy:

Figure A 2-1
Decision tree for classifying the risks of global change.
Source: WBGU
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level, too, the Council sees no immediate need for ac-
tion on normal risks other than making sure that
proper management procedures are in place.

Most risks will already have been sieved out after
the second question. The definition of a normal area
thus allows effective and innovation-promoting poli-
cies that permit opportunities to be taken. Under
such policies, opportunities and risks can be com-
pared and weighed systematically.

The situation becomes more problematic when
risks touch areas that significantly transcend every-
day levels. The transitional area is reached if one or
more of the following conditions are met:
• The damage potential is high,
• The probability of occurrence is high, approaching

1 (where none of the other conditions is given, this
case is not so relevant at the global level),

• The uncertainty of the probability distribution of
adverse effects is high,

• The confidence intervals of probability and mag-
nitude of damage are large,

• Persistency, ubiquity and irreversibility are partic-
ularly high, whereby there must be reasonable
grounds to assume a causal link between trigger
and effects, and

• For reasons of perceived distributional injustice or
other social and psychological factors, a major po-
tential for conflict or mobilization is to be expect-
ed (migration, refusal, protest, resistance).

If one of these conditions is given, then the product
of probability and severity will usually be in the tran-
sitional area. If the high level of risk is further joined
by a low benefit or a low expectation of opportunity,
or if the product of the two components of risk as-
sumes extreme levels, then the risk is situated in the
prohibited area.This area is also easy to handle. In the
prohibited area, the consequences to be expected
from taking a risk are so severe that risk reduction is
unconditional. In extreme cases, the proper response
here is an immediate ban or moratorium.

Handling risks in the transitional area is more
problematic. Here either relatively high factor prod-
ucts or high uncertainties are to be expected, or one
of the exacerbating assessment dimensions is clearly
violated (Section C 3).These include the criteria of ir-
reversibility (damage cannot be remedied), persisten-
cy (contaminants accumulate over long periods),
ubiquity (contaminants spread worldwide) and mo-
bilization (risks lead to severe conflicts and dread
among the general public). A special case is to be

1
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• Flip-over of ocean circulation
• Nuclear winter

Transition area
• Dams
• Hazardous waste repositories

Normal area
• Hydroelectric facilities
• Solid waste landfills

Normal
area

Beyond
definition

Transition
area

Prohibited
area

Figure A 2-2
Normal, transition and prohibited areas.
Source: WBGU
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seen in risks that combine high severity with high
probability. Normally, such risks will not be permit-
ted at all and are situated in the prohibited area
without much further discussion. However, if a suffi-
ciently lengthy period (delay effect) lies between the
triggering event and the occurrence of damage, then
decision-makers are often not aware of or easily dis-
miss the problems associated with such a risk. Such
risks are effectively unacceptable, but are frequently
not perceived as such, neither politically nor socially.
If thus the answer to the second question in the deci-
sion tree places a risk in the transitional area, risk
policy must proceed with particular caution. In this
case we need to move on to the next question in the
decision tree and to assign the risks to certain risk
classes, as specific strategies need to be chosen for
each class.The locations of the risk classes developed
by the Council are shown in Fig. A 2-3.

Extent of damage E     → ∞
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Pandora risk class:
Only assumptions are possible as to probability 
of occurrence P and extent of damage E

Classes 
of risk

Normal
area

Beyond
definition

Transition 
area

Prohibited 
area

Damocles
Medusa

Pythia

Pandora

Cassandra

Cyclops

Figure A 2-3
Classes of risk and their location in the normal, transition and prohibited areas.
Source: WBGU
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The task of the decision-maker at this node in the de-
cision tree is thus to categorize risks located in the
transitional area according to specific classes. How
are these classes of risk defined? The characteristics
of the six classes identified by the Council are de-
scribed in detail in Section C and are summarized
here in Table A 3-1.

Damocles
Greek mythology reports that Damocles was once
invited by his king to a banquet. However, he was
obliged to take his meal under a razor-sharp sword
hanging above him on a fine thread. For Damocles,
opportunity and danger were closely linked, and the
‘Sword of Damocles’ has become a byword for a hap-
py situation overshadowed by danger.

However, the thread seems to have been quite
strong, for the fable tells us nothing of its having torn
with deadly consequences. The threat was expressed
as the possibility that, at any point in time, if albeit
with low probability, an event deadly to Damocles
could occur. This class of risk accordingly comprises
sources of risk that have a very high catastrophic po-
tential but where the probability that this potential
manifests itself as damage is considered to be con-
ceivably low. Nuclear power plants, large-scale chem-
ical facilities and dams are examples. In addition to
large-scale industrial risks, various types of natural
disaster also fall within this class. In a fashion similar
to the large-scale technology risks, natural disasters
with known damage-probability functions entail ma-
jor damage potentials in conjunction with usually low
probabilities of occurrence, as is for instance the case
for meteorite impacts. However, in contrast to large-
scale technology risks, the potential for political mo-
bilization and the pressure to implement precaution-
ary risk management is weak for natural risks. In so-
cietal discourse, natural disasters tend rather to be at-
tenuated, while technological risks tend rather to be
amplified (Kasperson et al., 1988).

Cyclops
Ancient Greek mythology tells of mighty giants who,
for all their strength, were limited by having only one

single, round eye, which was why they were called
‘round eyes’ or Cyclopes.With only one eye, only one
side of reality can be perceived. In the Cyclops class,
the probability of occurrence is largely uncertain,
while the maximum damage is well defined. A num-
ber of natural events such as floods, earthquakes and
El Niño fall in this class, as does the occurrence of
AIDS, wherever there is no or only contradictory in-
formation about the probability of occurrence.

Pythia
When in doubt, the ancient Greeks consulted one of
their oracles, among which the most famous was the
Delphic Oracle with its blind seeress Pythia. Howev-
er, Pythia’s answers always remained unclear:
Pythia’s prophecies illustrated that a major danger
might be impending, but not how large its probabili-
ty of occurrence, its severity or its distribution might
be.Thus Pythia prophesied to King Croesus that if he
were to attack Persia he would destroy a great em-
pire. Belligerent Croesus failed to realize that this
meant his own empire.The Pythia class thus involves,
for definable damage, a high degree of uncertainty as
to possible adverse effects and as to the probability
of the risk’s occurrence.The potential for damage can
be stated, but the scale of damage is still unknown.
This class includes risks associated with the possibili-
ty of sudden non-linear climatic changes, such as the
risk of self-reinforcing global warming or the insta-
bility of the West Antarctic ice sheet, with far more
disastrous consequences than gradual climate
change. It further includes far-reaching technological
innovations such as certain applications of genetic
engineering, for which neither the precise level of
risk nor the probability of certain damaging events
occurring can be estimated at the present point in
time.

Pandora
This class of risk includes such risks that have persis-
tent, ubiquitous and irreversible effects. Persistent
organic pollutants (POPs), which remain stable over
long periods in the environment, are a typical exam-
ple of this. Often the effects of these risks are still un-
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known, or there are at most reasonable grounds to
assume their adverse effect. The Council has named
these risks after Pandora. The ancient Greeks ex-
plained many ills of their times with the myth of ‘Pan-
dora’s Box’, a box brought down to the Earth by the
beautiful Pandora created by Zeus, but which only
contained evils. As long as the evils remained in the
box, no damage was to be feared. If, however, the box
was opened, all of the evils contained in it were re-
leased, then to plague the Earth irreversibly, persis-
tently and ubiquitously.

Cassandra
Many types of damage occur with high probability,
but in such a remote future that for the time being no
one is willing to perceive the threat. This was the
problem of Cassandra, a seeress of the Trojans, who
correctly predicted the danger of a victory of the

Greeks, but was not taken seriously by her country-
men.The Cassandra class of risk thus harbors a para-
dox: both the probability of occurrence and the dam-
age potential are known, but because the damage will
only occur after a long period there is little concern
in the present. Risks of the Cassandra class are only
then of interest if the damage potential and the prob-
ability of occurrence are both relatively high. This
class is accordingly located in the prohibited area. If
the time interval were shorter, the regulatory author-
ities would most probably intervene.The distant time
horizon between trigger and consequence easily cre-
ates the fallacious impression of security. A typical
example of such an effect is gradual anthropogenic
climate change, which can trigger severe damage in
vulnerable areas such as coastal and mountain zones.

Risk class Characterization Examples

Damocles P is low (approaching 0) • Nuclear energy 
Reliability of estimation of P is high • Large-scale chemical facilities 
E is high (approaching infinity) • Dams
Reliability of estimation of E is high • Floods

• Meteorite impacts

Cyclops P is unknown • Earthquakes
Reliability of estimation of P is unknown • Volcanic eruptions
E is high • AIDS infection
Reliability of estimation of E tends to be high • Mass development of anthropogenically influenced

species 
• Nuclear early warning systems and NBC-weapons

systems
• Collapse of thermohaline circulation

Pythia P is unknown • Self-reinforcing global warming 
Reliability of estimation of P is unknown • Release and putting into circulation
E is unknown (potentially high) of transgenic plants 
Reliability of estimation of E is unknown • BSE/nv-CJD infection 

• Certain genetic engineering applications 
• Instability of the West Antarctic ice sheets 

Pandora P is unknown • Persistent organic pollutants (POPs)
Reliability of estimation of P is unknown • Endocrine disruptors 
E is unknown (only assumptions)
Reliability of estimation of E is unknown
Persistence is high (several generations)

Cassandra P tends to be high • Gradual human-induced climate change 
Reliability of estimation of P tends to be low • Destabilization of terrestrial ecosystems
E tends to be high
Reliability of estimation of E tends to be high
Long delay of consequences

Medusa P tends to be low • Electromagnetic fields
Reliability of estimation of P tends to be low
E tends to be low (exposure high)
Reliability of estimation of E tends to be high
Mobilization potential is high

Table A 3-1
Overview of risk classes: characterization and substantive examples. P signifies the probability of occurrence and E the extent
of damage.
Source: WBGU
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Medusa
In classical mythology, Medusa was one of three cru-
el Gorgon sisters whose sight alone made people turn
into stone. Some novel phenomena have an effect on
modern people in a way similar to that in which the
Gorgons, as purely imaginary figures of fable,
aroused fear and terror. Some innovations are reject-
ed even if scientists scarcely view them as dangerous.
Such phenomena have a high potential for public
mobilization, as did once the fear of the actually
nonexistent Gorgon sisters. According to the best
knowledge of the risk experts, risks of this type are
located within the normal area, but, due to certain
characteristics of the risk source, are a particular
source of dread that leads to massive rejection (a cri-
terion for mobilization).A good example of such mo-
bilization is given by the concern over the carcino-
genic effect of electromagnetic radiation in low con-
centrations.
The risks in the Damocles or Cyclops classes are
more characterized by sudden occurrence, while the
risks in the Medusa, Cassandra and Pandora classes
tend rather to involve gradual dangers that also arise
in ‘normal operations’.The Pythia class includes both
accidents and accumulative effects through continu-
ous emissions.
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These six classes of risk call for specific strategies.
The associated tools (Section H 2.1) are presented
here in summary and listed in the following tables
(Tables 4-1 to 4-6).The Council makes important rec-
ommendations for the classic fields of action of risk
policy elsewhere in this report (Section H 2.2). The
goal of the specific strategies for the risk classes iden-
tified here is to shift these from the prohibited or
transitional area into the normal area (Section 4).
The aim is thus not to reduce risks down to zero, but
to a level that permits routine management. Both the
strategies and the tools or measures are listed in re-
ceding order of priority. Naturally, more than one
strategy and more than one tool will be necessary in
most cases. If, however, a limited selection must be
made, the items at the top of the list should be con-
sidered first.

Strategies for the Damocles risk class
For Damocles-type risks, the Council recommends
three prime strategies: firstly, reducing disaster po-
tential through research and technological measures,
secondly, strengthening resilience, i.e. the robustness
of a system against surprise, and finally, ensuring ef-
fective disaster management (Table A 4-1).

The first strategy – reducing damage potential and
preventing the occurrence of damage – is concerned
with improving technological measures to reduce the
disaster potential and with researching and imple-
menting measures to contain the spread of damage.
In nuclear energy, for instance, the main strategy im-
plemented in the past has been to further minimize
the probability of occurrence of core meltdown by
means of technological barriers.This has not been ad-
equate to move this risk from the transitional area
into the normal area. Design changes aimed at re-
ducing the disaster potential would have been more
expedient (and this is indeed the avenue now pur-
sued). The Council further recommends introducing
or strengthening liability rules, which can provide an
incentive to improve knowledge and to reduce resid-
ual risks. It is further necessary to research and de-
velop alternatives to technologies with unavoidably
high disaster potential, and to substitute them with

others whose disaster potential is significantly lower.
Under certain conditions, this can require subsidiza-
tion in the introductory and trial phase.

The second strategy is aimed at enhancing re-
silience to risk potentials. This necessitates strength-
ening the overarching institutional and organization-
al structures that impact upon licensing procedures,
monitoring, training etc. At the same time, liability
law can promote a careful approach to these risks. In
addition, technological methods for enhancing re-
silience need to be introduced or improved. This can
be done through, for instance, redundant design mea-
sures for technologies and safety-relevant organiza-
tional units, through introducing leeway, buffers and
elasticity (error-friendly systems) and through diver-
sification, i.e. thinly spreading risk potentials or
sources. Organizational forms and proven licensing
procedures that are viewed as resilient should be
made available to other states, as a template or mod-
el, through the transfer of technology and knowl-
edge. Furthermore, international control and moni-
toring needs to be strengthened, and an internation-
al safety standards authority established.

Disaster management is the third and last priority
among the strategies for action in this risk class.
While not unimportant, this should nonetheless be
subordinated to risk-reducing strategies as a back-
end strategy aimed at limiting damage. Here, as be-
fore, human resources and institutional capacities
need to be further strengthened by developing and
promoting national emergency planning, prepared-
ness and response programs. Through technology
and knowledge transfer, the emergency planning
measures and techniques that have proven them-
selves in many industrialized countries can be passed
on to local risk managers in the form of education,
training and empowerment. Finally, international,
precautionary disaster relief, such as is aimed at un-
der the aegis of the International Decade for Natur-
al Disaster Reduction (IDNDR) initiated by the UN,
is also requisite to counter human-induced disasters.



14 A Summary

Strategies for the Cyclops risk class
Among the measures and tools for the Cyclops class,
determining the probability of occurrence has
supreme priority. This calls for promotion of the nec-
essary research (Table A 4-2). Furthermore, interna-
tional monitoring needs to be ensured through na-
tional and international risk centers. Here, the Coun-
cil relies above all upon the establishment of a UN
Risk Assessment Panel, whose task would be to net-
work the national risk centers and to collate and
evaluate the knowledge gained about global risks.
The tasks, structure and functions of this Panel are
explained in detail in Sections F 6.3.1 and H 2.2.

The second strategy for action is aimed at pre-
venting undesirable surprises and safeguarding soci-
ety against these. One option for doing this is to in-
troduce a strict liability regime. Under certain pre-
conditions, mandatory insurance (or possibly a fund
model) should be considered. The tools for strength-
ening human-resource and institutional capacities
and the technological measures correspond largely
to those set out for the Damocles class above.

The third strategy, disaster management, applies
the same tools as in the Damocles class.

Strategies for the Pythia risk class
In the Pythia class, which is characterized by particu-
larly high uncertainties concerning both components
of risk – probability and severity – it is similarly nec-
essary to improve knowledge, particularly in basic re-
search (Table A 4-3). However, compared with the
Cyclops class, an even stronger focus needs to be

placed on precautionary strategies, as the liability
principle can possibly only be enforced to a limited
extent and the severity of effects can assume global
proportions. Regulatory impositions and contain-
ment measures are generally indispensable in this
area.

Concerning precautions, the Council recommends
pursuing a strategy that employs tools such as the
ALARA (As Low As Reasonably Achievable) prin-
ciple or the ‘best available scientific knowledge and
technology test’, under which the sum of the costs of
not implementing risk reduction policies plus the
costs of risk reduction policies implemented is to be
kept as low as possible. Limiting the sphere of action
and impacts in which the risk is permitted is also an
important precautionary tool. The severity of an un-
predictable disaster can thus be contained expedient-
ly. Instruments of liability law are in principle recom-
mendable here, too, but are possibly not always en-
forceable. This is why the use of fund models should
also be considered. Global Pythia-type risks call for
international institutions in order to carry out con-
trols and monitoring and to put in place safety pre-
cautions. Tools aimed at containing the spread of
damage, strengthening human resources and institu-
tional capacities and improving resilience have al-
ready been discussed for the previous two classes of
risk.

The second strategy is to improve knowledge in
order that future risk analyses can deliver more reli-
able appraisals. This necessitates research to identify
probabilities and possible severities. An internation-

Strategies Tools

1. Reducing • Research aimed at developing substitutes
disaster potentials and reducing the disaster potential

• Technological measures for reducing the 
disaster potential

• Stringent liability regimes
• International safety standards authority
• Subsidization of alternatives that have equal utility
• Containment (minimizing the spread of damage)
• International coordination (e.g. to mitigate meteorite 

hazards)

2. Strengthening resilience • Human-resource and institutional capacity building
(licensing procedures, monitoring, training etc.)

• International liability commitments
• Expansion of technological procedures by which

to improve resilience (redundancy, diversity etc.)
• Blueprint for resilient organizations
• Model role: licensing procedures
• International controls (IAEA)

3. Emergency management • Human-resource and institutional capacity building
(emergency prevention, preparedness and response)

• Education, training, empowerment
• Technological protective measures,

including containment strategies
• International emergency groups (e.g. fire services,

radiation protection etc.)

Table A 4-1
Strategies and tools for the
Damocles risk class. The
main problem in this class is
the high disaster potential.
Source: WBGU
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al early warning system is further necessary here, as
in the Cyclops class.

The specific tools of damage management are
very similar to those of the previous risk classes. The
distinguishing feature here is the limitation of dam-
age severity through local restrictions upon risk-gen-
erating activities.

Strategies for the Pandora risk class
The Pandora class of risks is characterized by uncer-
tainty as to both probability and severity (only as-

sumptions) and by high degrees of persistency and
ubiquity (Table A 4-4). As the negative effects of
these risk sources are still unknown, but can, in the
worst case, assume global proportions with irre-
versible consequences, there is an urgent need for re-
search efforts to develop substitute substances, and
for regulatory measures aimed at containing or re-
ducing these sources of risk. Implementation needs
to cover the international context, too.

In the Pandora class, the provision of substitute
substances or processes has priority over all other

Table A 4-2
Strategies and tools for the
Cyclops risk class. The main
problem in this class is the
uncertainty of occurrence.
Source: WBGU

Strategies Tools

1. Ascertaining the probability • Research to ascertain numerical probability P
of occurrence P • International monitoring through

– National risk centers
– Institutional networking
– International Risk Assessment Panel

• Technological measures aimed at estimating
probabilities

2. Preventing surprises • Strict liability
• Compulsory insurance for risk generators

(e.g. floods, settlements)
• Capacity building (licensing procedures,

monitoring, training etc.)
• Technological measures
• International monitoring

3. Emergency management • Human-resource and institutional capacity building
(emergency prevention, preparedness and response)

• Education, training, empowerment
• Technological protective measures,

including containment strategies
• International emergency groups (e.g. fire services,

radiation protection etc.)

Table A 4-3
Strategies and tools for the
Pythia risk class. The main
problem in this class is the
low certainty of assessment,
in conjunction with plausible
scenarios suggesting high
damage potentials. P
signifies the probability of
occurrence and E the extent
of damage.
Source: WBGU

Strategies Tools

1. Improving precautions • Institutionalized, precautionary technical standards such
and mitigating effects as ALARA, BACT, state-of-the-art etc.

• Fund solutions
• Mitigation (minimizing the spread of damage)
• International agreements

on control, monitoring and safety measures
• Human-resource and institutional

capacity building (licensing procedures, monitoring,
training etc.)

• Technological measures aimed at enhancing resilience
(redundancy, diversity etc.)

2. Improving knowledge • Research to ascertain P and E
• International early warning structure through:

– National risk centers
– Institutional networking
– International Risk Assessment Panel

• State-sponsored (basic) research

3. Emergency management • Containment strategies
• Human-resource and institutional capacity building 

(emergency prevention, preparedness and response)
• Education, training, empowerment
• Technological protective measures
• International, rapidly deployable task forces

(e.g. for decontamination)



16 A Summary

strategies. As concerns researching and developing
substitutes, the same applies in principle as in the
Damocles class. Beyond this, the Pandora class re-
quires wide-ranging basic research that needs to be
promoted accordingly.

In a second step, the risk potentials should be re-
duced by minimizing, locally containing or even com-
pletely prohibiting certain sources of risk. Here, both
command and control approaches are suitable, for in-
stance through quantitative restrictions by means of
environmental standards, and economic incentive
systems using certificates. In some cases, the imple-

mentation of a strict liability regime is also appropri-
ate. Technological approaches to risk reduction and
strengthening human resources and institutional ca-
pacities apply as in the previous classes of risk.

Strategies for the Cassandra risk class
With Cassandra-type risks, there is scarcely any un-
certainty, but people dismiss these risks in view of
their gradual form or the time lag between triggering
event and occurrence of damage (Table A 4-5). Fre-
quently, the short-term legitimization of politicians
brought about by short periods of office leads to a

Strategies Tools

1. Developing substitutes • Research aimed at developing substitutes
• Technological measures aimed at disseminating

and enforcing substitutes
• Promotion of basic research
• Subsidization of alternatives that have equal utility

2. Enforcing restrictions upon • Regulatory limitation of quantities, through
substance quantities and – environmental standards or
dispersal, through to outright – incentive schemes (certificates)
bans • Strict liability, where appropriate

• Improving and extending
retention/containment technologies

• Command-and-control limit values and bans
• Capacity building (technological know-how,

technology transfer, training)
• Joint Implementation

3. Emergency management • Human-resource and institutional capacity building
(emergency prevention, preparedness and response)

• Technological protective measures,
including containment strategies

• Education, training, empowerment

Table A 4-4
Strategies and tools for the
Pandora risk class. The main
problem in this class is the
uncertainty of both the
probability and extent of
damage, in conjunction with
high degrees of persistency
and ubiquity.
Source: WBGU

Table A 4-5
Strategies and tools for the
Cassandra risk class. The
main problem in this class is
the delay between triggering
event and damage (high
latency, insidious risks).
Source: WBGU

Strategies Tools

1. Strengthening long-term • Voluntary commitments, codes of conduct
responsibility of global actors

• Coupling participation, empowerment
and the institutional bolstering of long-term 
strategies

• Remedying state failure
• Fund models
• International coordination

2. Steady reduction through • Incentive schemes (certificates and levies)
substitutes and • Strict liability, where appropriate
quantitative restrictions, • Quantitative restrictions through
through to outright bans environmental standards (also international)

• Improving and extending
retention/containment technologies

• Human-resource and institutional capacity building
(technological know-how,
technology transfer, training)

• Joint Implementation

3. Contingency management • Human-resource and institutional capacity building
(ecosystem restoration,
emergency prevention, preparedness and response)

• Technological protective measures,
including containment strategies

• Education, training, empowerment
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lack of motivation to tackle such long-term threats.
Here, the Council takes the view that long-term re-
sponsibility needs to be strengthened worldwide, by
means of collective self-commitments (such as codes
of behavior of multinational corporations), by means
of global institutions with a long-term perspective
(UN Risk Assessment Panel) and by means of inter-
national conventions. To minimize the risks them-
selves, restricting the emissions of substances is a
suitable tool.

Where there is a substantial time lag between trig-
gering event and damaging effect, appropriate in-
struments need to be used to strengthen long-term
responsibility to future generations. Here, the Coun-
cil relies primarily upon voluntary commitments of
states and important actors (such as multinational
corporations or reinsurers). Fund models may also
be useful here. At the more individual level, people
potentially affected can gain more capacity for action
through a combination of participation and empow-
erment, thus receiving impulses for long-term re-
sponsibility vis-à-vis their own life world.

The second priority is to continuously reduce risk
potentials by developing alternatives in the form of
substitute substances and processes, and containing
unsubstitutable risk potentials through quantitative
limits or at least limits upon the scope of application.
The requisite tools have already been discussed for
the other risk classes.

Strategies for the Medusa risk class
The Medusa class of risks requires measures aimed at
building confidence and improving knowledge in or-
der to reduce the remaining uncertainties (Table A 4-
6). Public education alone does not suffice here. The

affected people must rather have a part in the struc-
turing of their own life worlds, and must construc-
tively integrate in their own decisions the uncertain-
ties and contradictions that remain intrinsic to these
risks.

In this class of risk, the severity of effects and the
probability of their occurrence are low, but the po-
tential for mobilization is particularly high. In order
to be able to educate the public about the actual
severities and probabilities, confidence needs to be
built first of all. Independent institutions providing
open information about the findings of scientific re-
search but also about the purely hypothetical charac-
ter of many fears can play a role here. Furthermore,
affected persons should have an opportunity to par-
ticipate actively in structuring their life world. This
confronts them with decisions that frequently in-
volve making a choice between options that consti-
tute different levels of risk. When weighing these
risks, they must then decide themselves to what ex-
tent they accord more weight to the often poorly
founded fears in the public than to the proven dam-
age potentials of alternative options.Affected parties
should also be able to participate in licensing proce-
dures in order to weigh for themselves the value con-
flicts and to select from the range of options that
which is most acceptable.To deal with the problem of
Medusa-type risks in society, social science research
that studies mobilization potentials and the social
handling of risk conflicts needs to be promoted.

For this class, too, the knowledge of presumed risk
potentials should be improved.There is a need for re-
search to improve the certainty of assessments and
for basic research. In addition, effective and credible
risk communication measures need to be instituted.

Table A 4-6
Strategies and tools for the
Medusa risk class. The main
problem in this class is the
high mobilization potential,
while the probability and
extent of damage tend
rather to be low.
Source: WBGU

Strategies Tools

1. Building confidence • Establishing independent institutions for 
information and public education

• Improving opportunities for individuals to participate
in decisions affecting their own life worlds,
with an obligation to choose among conflicting options

• Promotion of social science research
on mobilization potentials

• Model function: licensing procedures with 
participation rights of parties affected

• International controls (IAEA)
• International liability commitments

2. Improving knowledge • Research aimed at 
improving the certainty of risk assessments

• State-sponsored (basic) research

3. Communicating risks • Clear presentation of the cause-effect
relationships between triggers and
consequences

• Intensified environmental education in schools and
in adult education

• Direct feedback of measured data 
to the public
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A 4.1
A dynamic perspective

The ultimate goal of all measures taken for class-spe-
cific risk reduction is to commute risks from the tran-
sitional area to the normal area. In stating this aim,
the Council proceeds from the fundamental under-
standing that it cannot be the concern of risk policy
to reduce risks down to zero, but rather to transmute
risks such that they reach a scale at which the com-
mon methods of risk-benefit assessment can be ap-
plied by market participants and by state regulators.
The Council further wishes to stress that the man-
agement of global risks located in the normal area
need not necessarily require international efforts.
Nonetheless, here the industrialized countries can
provide assistance in establishing effectively operat-
ing regulatory authorities, functioning insurance
markets and effective contingency measures. If, how-
ever, by applying the decision tree explained in Sec-
tion 2 a global risk is identified as belonging to one of
the risk classes localized in the transitional area, then
international measures are indeed called for in order
to move the risk from the transitional area to the nor-
mal area.

This commutation will generally need to follow a
process passing through several stages. Regardless of
the success of individual measures, a risk can move
from one class to another without directly entering
the normal area. Fig. A 4.1-1 illustrates this move-
ment from class to class.

In general, we may distinguish between two types
of measure: those aimed at improving knowledge
(through research and via liability), and regulatory
measures impinging upon critical, class-specific
quantities (probability, severity, irreversibility, persis-
tency, time lag and mobilization). As Fig. A 4.1-1 in-
dicates, improved knowledge generally leads to a
movement from one class of risk to another (for in-
stance, from Pandora to Pythia, from Pythia to Cy-
clops and from there to Damocles or Medusa). Mea-
sures acting upon a specific critical quantity can sim-
ilarly trigger a cascade movement, or can bring about
a direct movement to the normal area.

In the following, this movement from one class of
risk to another is explained for a fictitious example.
Imagine a substance that is used globally, is highly
persistent and for which there are reasonable
grounds to assume that it causes irreversible effects.
This risk belongs in the Pandora class. It is located in
the upper third of the transitional area, whereby the
uncertainty bars (confidence intervals) extend into
the unacceptable range. A risk of this type suggests
two primary strategies: expanding knowledge and
limiting the risk potential. Let us first examine the

outcome of expanding knowledge. The knowledge
pertaining to the risk can be further quantified, in the
process of which the assumption of irreversible con-
sequences or of high persistency may be substantiat-
ed. If this is the case, a substitution of the substance
or even a ban is urgently called for. The risk is there-
by unequivocally moved into the prohibited area.We
are dealing with a special case if a large period of
time will elapse between the triggering event (human
or environmental exposure) and its consequence, so
that there is little political prospect of taking direct
influence through a ban or restriction. We then have
a typical Cassandra-type risk. To handle this, long-
term responsibility needs to be strengthened and
principal actors need to be mobilized in order that
the necessary strategy of substitution or at least of
containment is effectively implemented.

Let us assume in our illustrative example that the
spatial distribution of this substance can indeed be
limited such that ubiquitous dispersal is prevented. In
this case, the risk is moved to the Pythia class, as the
probability of occurrence and the severity of effects
are still both subject to major uncertainties. The next
step in this case is thus to determine the severity
more clearly. Let us then assume that there are
grounds to assume substantial damage and that this
damage seems large enough to preclude locating the
risk in the normal area. Under these conditions,
movement continues in the direction of the Cyclops
class. Cyclops forms a pivotal node in Fig. A 4.1-1, as
risks can undergo transmutation from there to a vari-
ety of other classes. If, for instance, we can succeed in
determining the probability of occurrence and this is
relatively low, then the risk can be categorized as be-
longing to the Damocles class, characterized by high
severity and low probability. If, however, probability
is found to be high and there is a time lag, the risk
again moves towards the Cassandra category. With-
out this time lag, a ban or a rapid substitution can be
expected (movement to the prohibited area). If tech-
nological or other measures can be applied to reduce
the severity to a ‘normal’ level, nothing now stands in
the way of commutation to the normal area.

If the disaster potential remains very high despite
reduction efforts, the risk lands in the Damocles class.
From here, too, it can be moved to the normal area
through a two-pronged strategy of improving knowl-
edge and reducing disaster potential. If all reduction
tools fail, then a fundamental decision is due as to
whether the benefit associated with this risk is con-
sidered to be so substantial that the high potential for
damage is tolerated, its probability of occurrence be-
ing low. If the outcome of this decision is negative, the
risk moves into the prohibited area.

For all types of risk, the desired commutation to
the normal area can be via the Medusa class. Thus, in
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our fictitious example, the public may have little con-
fidence in the purported reduction of damage poten-
tial. By way of illustration, we only need to recall the
uproar caused in Germany by the ‘Castor’ nuclear
waste transports. Even if the health risk from radia-
tion is assessed as low in terms of both probability
and severity – which appears justified considering the
isolated cases of radiation dose limits being exceeded
– the loss in terms of credibility and reliability is large
enough to generate a major political and psychologi-
cal mobilization effect. Acting on a long history of
suffering in public risk debates and their political
ramifications, many risk regulators may prefer to opt
for a ban, even though both probability and severity
indicate a normal risk. In such a case, measures aimed
at building confidence and further improving knowl-
edge are necessary in order to convince the public of
the ‘normality’ of the risk and at the same time to
commit technology operators to handle the risk as re-

quired by law. In addition, a need always remains to
critically review whether the measures instituted re-
ally have led to the intended risk reduction.

After passing through all these stations, the nor-
mal area will finally be reached. The Council realizes
that this cascade movement presupposes intensively
tackling the risks to be assessed, and continuously
monitoring and evaluating the risk reduction mea-
sures to be taken. This requires time, institutional
provisions and resources. Nonetheless, the Council is
convinced that, given the extent of global threats, in-
vestments in global risk management are worthwhile.
The analytical framework of risk classes put forward
here and the associated dynamic conception of mea-
sures offer a logically consistent and politically prac-
ticable concept. This concept can help the German
government and the international community at
large to concentrate on those risks that have the po-
tential to emerge as global threats, while risks in the

11

0
0

Substitution, thus possibly creating a new risk

Risk reduction through precautionary measures: Movement toward normal area

Pandora risk class:
Only assumptions are possible as to P and E

Classes 
of risk

Normal
area

Beyond
definition

Transition 
area

Prohibited 
area

Probability of occurrence P 
identifiable and high

Probability of occurrence P 
identifiable and low

Building 
con-

fidence

Major mobilization

Minor mobilization

Extent of damage E 
identifiable and low

Reduction 
of extent of 
damage ENormal

 area

Sub-
stitution

Damocles

Cyclops

Sub-
stitution

Medusa
Pythia

Cassandra

Prohibited areaReduction is 
not possible

If delay 
effect

Reduction 
is possible

Extent of damage E 
is both identifiable 
                       and high

Pandora

Sub-
stitution

Extent of damage E     → ∞

P
ro

ba
bi

lit
y 

of
 o

cc
ur

re
nc

e 
 P

Figure A 4.1-1
Risk dynamics in the normal, transition and prohibited areas.
Source: WBGU



20 A Summary

normal area are adequately addressed by national
regulatory structures. Concentrating on essentials is
in fact an important message to the public, which, be-
set by widespread confusion as to the disaster poten-
tial of risks, expects the policy-makers and the scien-
tific community to deliver orientation and certainty
in action. At the same time, the categorization in risk
classes and the implementation of class-specific mea-
sures can help society to deal with risks effectively
and in a targeted way, and can instruct risk managers
in industry and policy on how to handle risks ratio-
nally.



A 5Prime recommendations for action

A 5.1
Extending strict liability

We find that there is an array of global trends which
may compromise the sustainability of society (for in-
stance, growing world population, economic devel-
opment, socio-economic interpenetration of nations
and economies). Reactions to this can take two
forms. One approach is to attempt to use expert stip-
ulations, technology assessment and consensual de-
bate in society to define a development path that
proves to be sustainable. At the global level, limits
are imposed upon such an approach by the diversity
of preferences and interests, disparities in the risk ac-
ceptance of individual societies and gaps in available
knowledge. There are, however, global environmen-
tal risks for which a global consensus is emerging
concerning the developments that are viewed as un-
desirable and unsustainable. Thus for climatic risks,
for instance, (variable) ‘guard rails’ or ‘development
corridors’ can be stated which should not be over-
stepped or left.

This approach has its limits. Limited knowledge of
the consequences of today’s actions for the future
and the associated assessment problems, in conjunc-
tion with limited capacity to control complex eco-
nomic and social systems, hamper a stringent formu-
lation of ‘guard rails’ and targeted direction of sys-
tems. Sustainability is thus not so much a definable
target than rather a charge upon the people living to-
day to develop rules and regulations that point the
production of knowledge in a direction guided by
long-term perspectives. Furthermore, through timely
revelation of the negative implications of today’s ac-
tivities, these rules and regulations should make it
possible to trigger rapid societal adaptation reactions
in terms of risk reduction. Sustainable societies must
thus be continuously innovating and learning sys-
tems equipped with incentive arrangements for risk
reduction.

The Council therefore accords great importance
not only to creating new knowledge, but also to mo-
bilizing the potentials of problem-solving compe-

tence which are available decentrally within society
but unknown to any central agency. This is above all
a matter of revealing previously unidentified risks
and promoting the innovation of new, less risky lines
of technological development. Because an assess-
ment of risk consequences is not possible, or only to
a limited extent, appropriate incentives should be
provided for the production and mobilization of
knowledge. In addition to promoting basic research,
this further entails guaranteeing room for manoeu-
ver, and thus also assigning clearly defined property
and utilization rights.The door can thus be opened to
diverse searching processes, taking place on the mar-
ket under competitive conditions, which are able to
reveal errors and avoid mistakes in time. An impor-
tant element in such processes is the enforcement of
the liability principle, which, due to its preventive ef-
fect, can contribute to precluding damage. As the
Council has repeatedly stressed, the preventive side
of liability is the main aspect.This preventive effect is
enhanced if the risks in question are insurable. The
insurance companies will then set up expert groups
to assess these risks and will arrive at premiums re-
flecting their assessments.This will in turn lead to the
acceleration of risk-reducing knowledge production
– for insurer and insured alike will conduct risk re-
search in their own best interests in order to avoid
faulty assessments and in order to limit losses and re-
duce the probability of these losses occurring.

Where risks are found to be uninsurable, this
might well have the effect that the risk-generating ac-
tivity is discontinued. If that is not in the interest of
the state, liability must be limited.

A 5.2
Precautionary knowledge production

Knowledge of the causes, mechanisms and adverse
effects of possible, undesired events forms the basis
for managing global environmental risks. The pro-
duction of new knowledge, however, which is gener-
ally by processes of technological innovation, can it-
self generate new risks with previously unknown
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characteristics. In a highly dynamic society, policy-
makers are under a particular obligation to ensure
that the ‘ignorance coefficient’ – the ratio between
the totality of risks and the relevant prevention and
management knowledge – at least does not deterio-
rate.

The ignorance coefficient can be positively influ-
enced by issue-focused risk research tackling such
hazards that are known or that can at least be sur-
mised. It follows that it is essential to maintain or in-
deed even raise the high standards that research has
reached in Germany in this field (from technology
assessment to global systems research). This cannot
be delivered for free, but the requisite expenditure is
politically reasonable.

Managing still unknown or not systematically
identifiable risks that may perhaps be far in the fu-
ture is a much more problematic situation. Here,
clearly defined, objectives-oriented knowledge pro-
duction with short-term safety yields is impossible.
The Council has discussed this situation repeatedly
and in detail elsewhere.

Proactive risk management does not turn on ad-
hoc knowledge production, but on a store of knowl-
edge produced in advance.This can only be delivered
by broad, ‘value- and purpose-free’ basic research.
Only a continuously replenished and extended stock
of knowledge not subject to direct exploitation re-
quirements will make it possible to discover complex
risk constellations coincidentally, in passing or play-
fully, and to find management strategies in a similar
manner. This is why the Council advocates an undi-
minished basic funding for the environmental sci-
ences in the broadest sense, whereby the long-term
objective must be to significantly improve our under-
standing of the interconnections in the Earth System.
Such research will uncover real risks which are
presently not visible in the slightest, but will presum-
ably be amenable to management by appropriate
measures.

The Council notes in this connection that research
thrives on diversity and competition: it would be a
dangerous fallacy to assume that basic research can
be made ‘leaner’ through rigidly avoiding duplication
and parallel efforts – such as by commissioning one
institute worldwide and researching one specific
compartment of the ecosphere. On the contrary, a
spectrum of opinions, approaches and methods is
necessary in order to subject the space of possible
risk constellations to a sufficiently tightly meshed
scan. This applies particularly to simulation models
for the climate, ocean circulation, vegetation dynam-
ics and so forth, where it is precisely a broad spread
of different research designs and realization that will
permit the coincidental identification of critical – i.e.

not evident – hazard aspects. Knowledge is venture
capital, and this capital needs diversification!

A 5.3
International mechanism for risk detection and
assessment

Knowledge thus holds the key to risk management –
but the key must also be used.Worldwide, this use has
in the past been completely inadequate. Various fac-
tors have been responsible for this inadequacy: insuf-
ficient integration of specialist knowledge, asymmet-
rical access to knowledge, ineffective structures of
knowledge transfer and so forth. We do not mean
here the implementation of insights in concrete ac-
tions for dealing with risk, but a preliminary stage
where knowledge provides an indication of the need
to act. Particularly in terms of global environmental
threats, there can as yet be no talk of any such pro-
cessing of the already available insights. Here action-
relevant risk knowledge would need to make global
hazard potentials visible in a geographically explicit
manner. Concerning, for instance, the perspectives of
global food security, we presently have nothing more
than an array of speculations, built on shaky ground,
that do not even begin to make use of the knowledge
already available today (e.g. on the impacts of ex-
pected climate change or continuing soil degradation
processes).

The Council therefore recommends that a (UN)
Risk Assessment Panel be established. The essential
functions of this Panel should be similar to those of
the Intergovernmental Panel on Climate Change
(IPCC), but the task of the (UN) Risk Assessment
Panel would be less to analyze already detected risks,
and more the timely and integrated detection of nov-
el risks of global importance that are only just begin-
ning to become visible.

The (UN) Risk Assessment Panel should not con-
duct research of its own, but should underpin and
stimulate existing relevant research structures, con-
dense their findings and – after a comprehensive in-
ternational scientific assessment process – present
these to policy-makers in a purposeful form. The
main aim would be to establish a network node in
which various national risk identification and assess-
ment processes come together, are collated and coor-
dinated. Thus, under the aegis of this Panel, certain
tasks or functions set out in Section F 6 could partial-
ly be delegated to already existing international or-
ganizations or institutions. Such a Panel would not in-
volve founding a new international organization, but
would make use of the capacities and competencies
of existing bodies.
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In particular, the Panel should assume five focal
tasks:
• Early warning system. For an international net-

working of early detection and early warning, as
much scientific data and findings of early detec-
tion research as possible should be collected, sys-
tematized and synthesized worldwide.This can en-
sure reliable forecasting of impending threats. A
precondition would presumably be to support cer-
tain countries in the creation of national early de-
tection systems or risk centers, particularly in vul-
nerable areas.

• Evaluation of monitoring. The Panel should evalu-
ate the findings of monitoring systems in a timely
and action-focused manner. The task would be to
monitor, control and regulate risk potentials. In
order to ensure effective monitoring, states would
need to commit themselves to certain technical
and organizational standards. The review of and
compliance with these standards could be the re-
mit of an international safety standards authority
(Section H 2.2.4), which could be modeled on in-
stitutions such as the International Atomic Ener-
gy Agency (IAEA). International monitoring can
only be effective if national monitoring structures
are effectively coordinated through institutional
linkages.

• Knowledge production and dissemination. A (UN)
Risk Assessment Panel can function as a multipli-
er of ‘risk knowledge’ by making available to all
interested actors the scientifically substantiated
findings of risk analysis and risk assessment (Sec-
tion C). In addition, the Panel should stimulate,
support and coordinate basic risk research in or-
der to close the gaps in knowledge relating to the
analysis and assessment of certain risk potentials
(in the transitional area, see Section C).

• International risk evaluation methodology. The
proposed (UN) Risk Assessment Panel could also
contribute to ensuring that a uniform method of
risk analysis and assessment attains collective va-
lidity. Risk assessments would then become easier
to compare and to operationalize. The Council
proposes basing such a methodology on differen-
tiation according to normal, transitional and pro-
hibited areas set out in Section C. Global risk po-
tentials would need to be treated in accordance
with this risk classification. This means that a col-
lectively recognized risk assessment procedure
would evaluate those risk potentials that are lo-
cated in the prohibited area as being unaccept-
able, and would ban them. Risk potentials located
in the transitional area would need to be handled
by regulatory policies, whereby considerable im-
portance would attach to continuous knowledge
production.

• Focusing on essential issues and determining the
‘safety margin’. The (UN) Risk Assessment Panel
should identify the essential policy domains (per-
haps four or five), concentrate its work on these
and determine for these the respective ‘safety
margins’, i.e. the just acceptable boundary zones to
intolerable conditions.

The function of the Panel would thus be to condense,
in an interdisciplinary fashion, the scientific research
on the risks of global change (policy-oriented weigh-
ing of all individual findings). In this, it should make
all efforts to be:
• Independent of the direct interests of individual

states,
• Independent of the direct exploitation interests of

private industry,
• Independent of the direct influence of non-state

political associations and lobby groups.
The (UN) Risk Assessment Panel should moreover
serve as a – scientifically substantiated – interface be-
tween non-state actors (environmental and develop-
ment organizations, industry federations) and the
body politic, by permitting submissions of non-gov-
ernmental organizations and scientifically examining
and assessing these. A further important task of the
Panel would be to inform both state and non-state
actors (at all levels) about the state of knowledge of
all environmental risks of international relevance.

A 5.4
Building effective capacities for dealing with risk

The above recommendations are geared to ensuring
that environmental risks cannot arise in the first
place, or are detected early on and assessed properly.
However, these political measures will not lead by
themselves to a complete prevention of global haz-
ard potentials, nor to a total suppression of regional-
ly damaging events. It remains essential to transpose
knowledge into action and contingency measures.
There is a lack of the necessary institutional and tech-
nical capacities. This already applies to many indus-
trialized countries, and all the more to most develop-
ing countries. At the international level, we can only
find first rudiments.The Council makes the following
recommendations in this area:
• Enhancing national and international civil protec-

tion. Almost all of the risks of global change call
for investment in emergency prevention, pre-
paredness and response capacities.Where existing
mechanisms are not fully operative, the establish-
ment of new structures should be considered in or-
der to resolve acute problems.At the national lev-
el, each government will have to make its own pro-
visions, whereby the financially constrained devel-
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oping countries should be offered financial and
technical assistance by the international commu-
nity. At the international level, the establishment
of supra-state ‘stand-by’ emergency response units
should be considered. The emergency relief units
of the Red Cross or the international task force for
decontamination at the IAEA are examples of
such units.These could be expanded to form ‘rapid
deployment forces’ and, with due regard to con-
siderations of national sovereignty, could be spe-
cially trained to deal with environmental disasters.
The control center for these units should be inte-
grated in an international organization in the
United Nations system, and closely linked to the
(UN) Risk Assessment Panel proposed above. It
also needs to be examined in this context whether
the implementation of a voluntary international
environmental inspection system could enhance
risk regulation and remediation.

• Strengthening non-state actors, in particular NGOs.
Strengthening non-state environmental associa-
tions could form a crucial element in the long-
term management of global environmental risks.
In intrastate politics, it needs to be considered to
what extent environmental associations might be
allowed to use collective litigation (or individuals
might be allowed to bring environmental citizen
suits) to champion the interests of the environ-
ment and of future generations more effectively
than has been the case in the past. However, there
are concerns that an unconsidered widening of av-
enues of litigation, or indeed the introduction of
public-interest popular action in environmental
law, may create opportunities for abuse, and may
further lead to international competitive distor-
tions. Nonetheless, a careful broadening of access
to justice would correspond to the general tenden-
cy of European Community law.A precondition to
this would be to promote a culture of open com-
munication, in firms, in municipalities and within
states – a culture open to different value judg-
ments and different notions of what constitutes
environmental quality and the quality of life. In in-
ternational politics, environment and develop-
ment groups have attained ever growing impor-
tance. In some arenas, non-governmental organi-
zations (NGOs) are already granted the right to
be heard at diplomatic conferences and within the
United Nations system, and have access to many
documents. It should be examined to what extent
NGOs could be integrated even more effectively
in the international negotiation and implementa-
tion processes. With a view to a global strategy for
dealing with risk, the Council recommends an ex-
tensive right of NGOs (including industry federa-
tions) to initiate proceedings in the proposed

(UN) Risk Assessment Panel. Here, the problem
of a possible lack of legitimization of non-state ac-
tors needs to be taken into consideration.

• Promoting self-help potentials in developing coun-
tries. In its previous reports, the Council has re-
peatedly noted that the risks of global change are
distributed very unevenly among the countries
and populations of the world. People in develop-
ing countries are particularly at risk. Strengthen-
ing capacities to cope with these risks in the devel-
oping countries, particularly among the poor, who
are those most at risk, is therefore an important el-
ement of effective global risk policy.A further rea-
son why combating poverty through self-help is
such an important part of global risk prevention
and attenuation policy is that it not only aims at
broad impact, but at the same time stimulates
structural reform in state and society. In some cas-
es, the basic essentials for an effective handling of
the risks of global change first need to be created,
namely the basic structures of an issue-focused
state administration. Here, too, the international
community is called upon to exercise solidarity. In
sum, further technical and financial development
cooperation can be brought to bear in such a way
that the potential extent of damage of risks is sig-
nificantly reduced. Through its three focuses –
‘poverty alleviation’, ‘environmental protection
and the conservation of natural resources’ and
‘education and training’ – German development
cooperation already makes an important contri-
bution to handling the risks of global change.
Nonetheless, the available funding does not suf-
fice. The Council has therefore repeatedly called
for a significant boost in government funding for
development cooperation. The capacity of a soci-
ety to deal with the risks of global change, its
knowledge of causation and cause-effect linkages
and its ability to communicate about risks depend
directly upon the level of education and the avail-
able scientific competence. But the education sec-
tor is an area where the North-South gradient has
become particularly steep in recent years.The pro-
duction of risk knowledge in the innovation
process is gaining particular importance for those
countries whose industrialization is only just be-
ginning, and where crucial decisions are due to be
taken in the future in key sectors of the economy.
Knowledge transfer in all purposeful forms be-
tween industrialized and developing countries is
thus an indispensable instrument of global risk
management. Here, the (UN) Risk Assessment
Panel proposed above could play a pivotal role.
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A 5.5
Ecological criteria in development cooperation

Even best-intentioned solidarity with the countries
and groups that are particularly vulnerable to global
change is doomed to fail if the recipients of solidari-
ty inputs do not themselves observe a number of ba-
sic rules concerning the protection of our common
environment. The Council therefore recommends
giving greater consideration to ecological criteria in
development cooperation.

Environmental protection was already included
by the German government in 1975 in its catalog of
development policy objectives, and was declared in
1986 to be one of the five thematic foci of develop-
ment cooperation. Since the Rio Earth Summit, this
trend has gathered momentum. More than a quarter
of all bilateral development cooperation commit-
ments now relate to the field of environmental pro-
tection. In recent years this has amounted to more
than DM 1 billion.

The Council views these activities as a very impor-
tant contribution to reducing global environmental
risks. It welcomes the circumstance that environmen-
tal acceptability has now been integrated as an ele-
ment in the project promotion procedures of the
German Federal Ministry for Economic Cooperation
and Development (BMZ). Environmental standards
should gain a higher priority in the future as a basis
of development cooperation. In this connection, the
ongoing efforts of the OECD Development Assis-
tance Committee to harmonize the protection and
monitoring measures of the various donor countries
deserve support. Not least, it should be examined at
the European Community level whether the protec-
tion of the global environment should be enshrined
as a Community-wide objective of development co-
operation through insertion in Article 130u para 2 of
the EC Treaty (or, after entry into force of the Ams-
terdam Treaty, Article 177 para 2).

A 5.6
Promoting risk awareness

If indispensable socio-economic opportunities are to
be seized, then there is no risk-free path for a dy-
namically developing global community. In fact, a
policy of risk aversion can be all the more hazardous
over the long term, as avoiding known hazards can
mean foregoing opportunities for later handling cur-
rently unknown risks. However, global change har-
bors risks with novel characteristics (e.g. the danger
that ocean circulation patterns are changed) which
concern practically everyone on the planet, albeit in

most cases with a highly asymmetrical distribution of
consequences, and whose potential effects can ex-
tend far into the future of humankind. This special
quality of risk demands a new quality of risk respon-
sibility such as can only be assumed by the ‘risk-
aware citizen’.

The risk-aware citizen
• Should be adequately informed about the current

state of knowledge of global environmental risks,
• Should be involved to the greatest possible extent

in really critical decisions on the acceptability of
certain environmental risks, and

• Should continue to stand by the decisions taken
with his or her involvement, even if these subse-
quently prove wrong.

The Council recommends that the German Federal
Government examines whether the existing tools for
promoting these three principal elements of risk-
awareness have in the past really been exploited, and
whether these tools should be further developed.The
not exactly confidence-inspiring events surrounding
BSE and shipments of radioactive material give am-
ple reason to presume that distinct improvements are
indeed possible here.

This endeavor needs to address two fundamental
challenges: firstly, when dealing with global hazards –
i.e. in particular hazards that transcend national
boundaries and human generations – competent, fair
and efficient forms of political representation and
participation need to be developed. It is around this
challenge that the debate on the perspectives of
‘global governance’ currently revolves. The process
of forging and implementing the UN Framework
Convention on Climate Change (FCCC) may offer a
paradigm for what could correspond in the global
context to local consensus-building processes (in-
cluding ‘round tables’).

Secondly, risk-awareness is not an objective whose
realization devolves entirely to politicians or public
authorities. Opportunities for information, discourse,
co-determination and joint responsibility must be
made use of by the ‘global citizen’. Insofar, this sum-
mary ends with a call to all those who feel themselves
or their descendants put at risk by global environ-
mental changes to engage in a risk partnership. Even
relative safety is not an asset that can be made freely
fungible – not by any collectivity, no matter what
kind.
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What is it that makes the world-famous mountaineer
Reinhold Messner scale the highest mountains on
foot without oxygen mask; what induces people to
hazard their entire worldly possessions in games of
chance? Why were remnants of animal carcasses fed
to cows in England without regard to the associated
risks? Why is humanity finding it so difficult to re-
duce greenhouse gas emissions at the risk of climate
change that can trigger global catastrophe? Why are
most people more afraid of flying than of driving a
car, although the accident risk in a car is far higher?
Why are fewer and fewer people having themselves
vaccinated although the danger of epidemics is wax-
ing rather than waning? There are no simple answers
to these questions. For it is not only the level of risk –
understood as the combination of the probability and
magnitude of adverse effects – which leads individu-
als and whole peoples to perceive certain activities
and technologies as tolerable or even desirable. It is
also and above all social, political and cultural con-
texts and individual and cultural value judgments
that determine people’s responses to the risks
around them (Shrader-Frechette, 1991; Luhmann,
1991; Krücken, 1997).

The Council has tackled the contentious and all-
embracing topic of ‘risk’ in its present report because
many of the dangers facing humanity will not occur
with certainty, but only with a more or less ascertain-
able probability. It can neither be confirmed nor ex-
cluded, for instance, whether the Gulf Stream that is
vital to Europe may cease due to human-induced cli-
mate change, whether genetic material urgently re-
quired in the future may be destroyed through clear-
ing rainforests, or whether high social density and
high mobility may inflict new, disastrous pandemics
upon the world. We could continue this list of global
risks indefinitely. How should a nation, how should
the international community deal with such a hazard
potential? On the one side, societal change is impos-
sible without deliberately taking risks. On the other
side, humanity is already intervening so fundamen-
tally in natural cycles that the associated risks no
longer have only regional but now also global conse-
quences (Zürn and Take, 1996).

In this interdependent world, environmental risks
play a particularly important role.As most ecological
connections can only be explained scientifically by
means of complex, non-linear models, uncertainties
and ambiguities necessarily remain (Renn, 1996). In
many cases, these uncertainties are used by the polit-
ical realm as an excuse for inaction. Conversely, how-
ever, even the smallest uncertainties are often used as
a pretext for exaggerated precautions.This is why the
Council has made it its task in the present report to
classify the global risks associated with environmen-
tal change. Using this typology, we then describe the

hazard potential of each class of risk, analyze the psy-
chological, social, economic and cultural factors in-
fluencing risks, and develop, on this basis, manage-
ment strategies appropriate to each specific class of
global risk. It is the Council’s hope that the recom-
mendations concerning risk identification, evalua-
tion and management given in this report may help
to deal politically with objective hazards in a more
targeted and efficient manner. The Council restricts
itself in this report solely to risks whose chain of ef-
fects embraces environmental consequences and
whose scope extends beyond national borders.

The high risk potential presented by human activ-
ities is not the only reason why the Council has
turned to this topic. Risks are currently at the fore-
front of public debate. Not a day passes without press
reports of accidents, impending disasters and insidi-
ous health hazards. Although hazards to human
health and the environment have prevailed at all
times, risk has only recently become an issue of pub-
lic debate. The high degree of topicality enjoyed by
‘risk’ is due above all to four factors:
1. From stroke of fate to calculated risk. At all times,

people have made provision for hazards. Howev-
er, in the past, lack of anticipatory knowledge led
people to view negative events less as an outcome
of their own behavior than as ‘divine retribution’
or strokes of fate (Wiedemann, 1993). Be it
plagues, failed harvests or ruptured dams, any dis-
aster in which, by a modern understanding, there
is at least some element of human causation was
largely interpreted as vicissitude or retribution di-
rected by an external agency. In the modern era,
according to the sociologist Niklas Luhmann, haz-
ards perceived by people as external and to which
they previously felt themselves passively exposed
have become transformed into risks controllable
by society (Luhmann, 1991, 1993). Risk manage-
ment, the modern formula for reducing and con-
trolling undesirable side-effects of human activi-
ties, bears ample testimony to the transformation
of hazards originally perceived as external into so-
cietally addressable, socially influenceable and
regulated activities aimed at mitigating undesir-
able consequences of human action. Today, even
natural disasters, while not thought of as being
caused by human action, are nonetheless viewed
as hazards whose consequences can be amplified
or attenuated by human behavior. At the same
time, the inclusion of risk within the sphere of hu-
man actions is raising demands upon risk manage-
ment institutions to take effective precautions
against risks in order to prevent or mitigate nega-
tive events (O’Riordan, 1983; Evers and Nowotny,
1987; Kleinwellfonder, 1996).
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2. Transition from natural to human-made hazards.
In parallel with the attainments of technology,
medicine and hygiene, the relative proportion of
natural hazards (e.g. infectious diseases) has
dropped and the proportion of human-made risks
(e.g. through technology, diet or recreational ac-
tivities) has risen (Fritzsche, 1986). One hundred
years ago, fatalities at an early age were mainly
due to infectious diseases that had to be accepted
as strokes of fate in the same way as natural disas-
ters (Harriss et al., 1979; Hohenemser et al., 1983).
Accidents or environmentally mediated damage,
to the extent that they were perceived at all as be-
ing connected to human activities, were consid-
ered far less relevant.Today, in contrast, road acci-
dents, cancers caused by smoking, unhealthy
lifestyles and exposure to environmental stress are
perceived as dominant individual risk factors in
modern industrialized societies.

3. Rising disaster potential in conjunction with falling
individual risk. In many spheres, technological de-
velopment is characterized by a tendency towards
raising disaster potentials while at the same time
reducing the probability of occurrence (Lübbe,
1993). The prospect of major disasters, as small as
their probability may be, is consciously accepted in
order to hold at a low level the probability of suf-
fering individual damage and in order to reap
gains through economies of scale (lower costs
through mass production; Perrow, 1984).Traveling
by rail instead of by private car is more favorable
from an economic perspective in terms of cost-ef-
fective resource utilization and is safer in terms of
the individual probability of suffering an accident
(Akademie der Wissenschaften zu Berlin, 1992).
However, in the event that a railway accident hap-
pens, the number of victims is usually higher than
in a road accident. When dealing with nuclear en-
ergy or major chemical installations, this connec-
tion is even more dramatic. Raising the disaster
potential while at the same time reducing the indi-
vidual risk of damage demands collective deci-
sion-making processes (as opposed to the person-
al decision to take a risk). It thus also calls for a
particular consideration of the distribution of risks
and benefits (MacLean, 1987).

4. Growing impacts of ecological risks upon individ-
ual well-being. In times of economic prosperity
and consumption diversity, the individual margin-
al utility derived from economic welfare in the
narrower material sense has dropped vis-à-vis the
marginal utility of general health, a clean environ-
ment and psychological well-being (Klages, 1984;
Renn and Zwick, 1997). It thus becomes all the
more difficult to justify risks whose utility is large-
ly economic in nature. While environmental con-

cerns are no longer as much at the forefront of
public discourse as they were a few years ago, the
great majority of the German population contin-
ues to be in favor of improved environmental pro-
tection (BMU, 1996). Environmental risks remain
important topics in public perception and politics.

All four factors have contributed to risk having be-
come perceived as a societal problem and having
gained political clout at both the national and inter-
national level. In step with improved forecasting ca-
pacities and the growing moral commitment of mod-
ern society to reduce risks, citizens are placing grow-
ing demands upon political and economic decision-
makers to actively structure the future and to
proactively tackle possible hazards engendered in
the natural environment and the technosphere. Safe-
ty from future hazards and proactive risk manage-
ment have thus become central concerns of almost all
segments of the population (BMU, 1996).

However, there is a danger that the enhanced
awareness of risk and the understandable desire to
minimize risks as far as possible may stifle, for fear of
possible damage, the technical and social innovations
necessary to cope with global processes of change.
This is why the Council proposes in the present re-
port an approach in which appropriate risk manage-
ment strategies are linked with a prudent combina-
tion of permitting procedures, regulatory controls
and liability rules – and the application of state-en-
forced precautionary principles or institutional pro-
visions for risks with a high level of uncertainty. It is
hoped that such an approach may enhance confi-
dence in the management capacities of modern soci-
eties and may thus help to make the international
risk debate more rational and objective. By ‘rational’
we do not mean blaming the potential victims for
their understandable aversion to tolerating risks. Still
less do we wish to play down the severity of global
risks. By an objective approach the Council rather
means the urgent necessity to face real hazards – with
all the associated uncertainties and ambiguities – in a
manner that is targeted, rational and efficient, while
at the same time seizing the opportunities associated
with taking risks.

This endeavor urgently requires substantive
knowledge in order to ascertain the risk itself on the
one hand and orientative knowledge in order to as-
certain the acceptability of risks on the other (Renn,
1997a).The pluralization of substantive knowledge in
conjunction with a constructivist perspective is par-
ticularly popular in the risk arena but is counterpro-
ductive for effective risk management. The reality is
that people die and suffer because of erroneous
knowledge. Precisely because knowledge of the con-
sequences associated with risk decisions entails un-
certainties and thus spans a large range of legitimate
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claims to truth, it is essential to separate method-
ologically reliable knowledge from mere assump-
tions or speculations. If the boundaries between sci-
entifically supported knowledge and mere assump-
tions or anecdotal knowledge become blurred, even
the most absurd fear of risk will find a ‘knowledge-
based’ justification. The science realm itself should
ascertain the range of methodologically underpinned
knowledge, as it is only in this realm that the method-
ological rigor and semantic tools are available by
which to expediently do justice to or resolve compet-
ing claims to truth. This is why risk research efforts
are so essential and indispensable (Section H 1).

The Council has made every effort to analyze the
risks described in this report as objectively as possi-
ble and to set out the damage potentials and the re-
lated uncertainties associated with the risks as accu-
rately as possible. Nonetheless, this is not a report on
genetic engineering, nuclear energy or volcanic erup-
tions. No single report would be able to cover such a
range. Rather, these risks are used as illustrations by
which to point out possible hazards and their modes
of effect from which to derive and to flesh out the
taxonomy of risk developed by the Council. The
Council is confident that this taxonomy makes it pos-
sible to group a great number of different risks in one
class and thereby to characterize them with sufficient
accuracy.This classification promotes an understand-
ing of risks, and furthermore supports decision-mak-
ers in designing special procedural and substantive
rules for each class without drowning in a sea of indi-
vidual measures specific to each risk.

In addition to substantive knowledge, knowledge
for normative orientation is also crucial to dealing
with risks. The question of the acceptability of resid-
ual risks, the decision on how to handle ambiguities
and uncertainties, the problems of a fair distribution
of risks and benefits – all of these require normative
stipulations. Nobody can derive the acceptability or
unacceptability of nuclear engineering, genetic engi-
neering applications or waste incineration plants in a
logically unequivocal fashion – neither factually nor
normatively. Risk decisions are always characterized
by both the knowledge of outcomes and the moral
assessment of expected impacts. The Council has de-
veloped procedural proposals that facilitate a factu-
ally required and morally acceptable risk policy.
These procedural proposals include on the one hand
risk management strategies tailored to the above-
mentioned classes of risk, and on the other hand piv-
otal recommendations for action and research that
flow from the special responsibility of the Council to
address and assess global environmental change
(Sections H 1 and H 2).
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C 1Risk: Concepts and implications 

C 1.1
Analytical approach

The concept of risk is based on the distinction be-
tween reality and possibility (Markowitz, 1990). Only
if the future is perceived as being at least partially
modifiable by human agency, is it possible to avoid
potential hazards or to mitigate their impacts
(Ewald, 1993). This may appear trivial to the modern
citizen. However, by far the greater part of human
history has been characterized by a fatalistic attitude
to the future (Covello and Mumpower, 1985). Think-
ing in categories of risk (and also opportunity) pre-
supposes a minimum of ability to modify the future
and thus to avoid undesirable events by taking pre-
cautions. To predict possible hazards, it is necessary
to identify causal relationships between sources and
consequences. These cause-effect relationships can
be scientific, anecdotal, religious or magic (Douglas,
1966; Wiedemann, 1993). As the effects are unde-
sired, the concept of risk always also implies a nor-
mative aspect. Society is called upon to prevent, re-
duce or at least control risks. In step with growing
technological hazard potentials and the cultural in-
corporation of external hazards by means of calcula-
ble risk estimations, the need for risk science and
management is growing (Beck, 1986).

Risks thus refer to possible consequences of ac-
tions or events that are considered by the great ma-
jority of people to be undesirable. In the various dis-
ciplines, risk concepts differ according to the manner
in which these consequences of human actions or
events are identified and evaluated. Here four core
issues emerge (Renn, 1992, 1997b):
1. What are desirable and what are undesirable out-

comes? In more concrete terms: how can possible
categories of damage be defined and according to
which criteria can positive (i.e. desirable) and neg-
ative (i.e. undesirable) consequences of actions or
events be distinguished? Does it suffice if this dis-
tinction is made by individuals of their own ac-
cord, or are collective decision-making processes
required? On this, the Council submits proposals

in Section C 2.
2. How can potential outcomes of actions or events be

predicted, or at least estimated in a manner that is
intersubjectively valid? Which methodological
tools are available to cope with uncertainty and to
assess the probability and magnitude of possible
damage (conceptualized in question 1)? The ques-
tion of the amenability of risks to scientific assess-
ment is largely treated in Section C 1.

3. What possibilities are there of classifying risks in
certain risk classes? Which further characteristics
of risk play an important role in risk assessment in
addition to probability of occurrence and extent of
damage? Are there typical classes of risk that
might permit us to rank risks according to priori-
ties (Sections C 3 and C 4)?

4. Which combination and which distribution of de-
sirable and undesirable outcomes legitimates the
rejection or approval of a risk-causing action? On
which criteria can risk assessments be based, and
how can risks and benefits be offset against each
other? This issue is taken up in Section C 3 and is
discussed in depth in Sections F and G, leading to
recommendations for action in Section H.

The first question concerns the social definition of
desirable and undesirable outcomes. Who deter-
mines what is desirable for a society and what is not?
Does the category of undesirable outcomes include
only physical consequences such as death, injury or
ecological damage, or does it also include the impair-
ment of social relations and cultural values? If we
prefer a broad definition of damage categories, the
question of priorities among the various categories
immediately arises (Berg et al., 1994). Should psy-
chological impairments be ranked lower than chron-
ic diseases and are these in turn less important than
invalidity? 

The Council had to define its field of study here.
As it is primarily concerned with environmental im-
pacts, it addresses in the present report only those
damage categories which clearly include environ-
mental impacts in the course of their chain of effects.
Purely civilizational risks which proceed from people
and also affect people are thus not the subject of this
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report (Section C 2). Furthermore, this report only
addresses such hazards that, firstly, are of a global na-
ture (Section C 2.4) and, secondly, have outcomes as-
sociated with uncertainty from the perspective of the
observer. Environmental effects that can be expected
with certainty are not treated further here even if
these effects are particularly severe. For instance, the
environmental damage caused every year by the rou-
tine dumping of oil residues from ships at sea is not a
subject of this report.

The second question concerns the predictability of
outcomes. Which tools are available for calculating
the probability of outcomes? As the future is inde-
terminate as a matter of principle, agreement be-
tween prediction and real consequences cannot be
measured in a strict empirical sense, but can at best
be ascertained ex post, i.e. after expiry of the source
of risk in question.This uncertainty does not imply an
incapacity to act, but rather a necessity to orient ac-
tion to uncertain but by no means arbitrary assess-
ments of the outcomes of action (Birnbacher, 1994;
Bonß, 1996). Here the Council proceeds from the as-
sumption that, despite remaining uncertainties and
gaps in knowledge, there are better and worse pre-
dictions, i.e. there are quality criteria by which to
evaluate risk assessments. The goal of every risk
analysis must therefore be to predict as accurately as
possible the probability and magnitude of effects of
activities or events, taking into consideration other
risk-related factors, too (Sections C 1 and C 3). Be-
yond this, it is necessary to develop strategies for for-
ward-looking risk avoidance and above all reduction,
in order to be also able to contain the scope of effects
of unpredictable risks (Section G).

The third question points to the special character-
istics of risks that call for particular attention on the
part of society in addition to the conventional crite-
ria ‘probability’ and ‘extent of damage’. The Council
proposes to consider criteria such as persistency of
damaging effects over time, spatial distribution
(ubiquity), irreversibility and others (Jungermann,
1986; California Environmental Protection Agency,
1994; Margolis, 1996). In situations where little is yet
known about the causal relationships between emis-
sion, exposure and effect, such correlates of risk gain
particular importance (Section C 3).

Finally, the fourth question addresses the norma-
tive component of risk acceptance. In particular, the
following questions arise:
• Which undesirable outcomes are still tolerable to

a society and which are not?
• How much uncertainty is acceptable if the out-

comes can have catastrophic consequences?
• Do the affected individuals perceive the positive

and negative outcomes as being equitably distrib-
uted (at the global level, too)? 

When evaluating the acceptability of risks, all
three aspects need to be taken into consideration –
whether negative and positive outcomes can be off-
set against each other, the choice of a strategy to cope
with uncertainty and the distribution of anticipated
outcomes across different groups (Rowe, 1979; Fis-
chhoff et al., 1981; NRC, 1983; Clarke, 1989; Hood et
al., 1992; Vlek, 1996).

In order to be able to carry out such evaluations in
a systematic manner, the Council proposes a typo-
logical classification of risk that concentrates certain
types of risk in classes and determines strategies for
dealing rationally with each class. The classes are ex-
plained and elaborated in Section C 4. The conse-
quent proposals for action are set out in Sections F
and G. Such evaluations are not purely scientific,
knowledge-based decisions, but rather presuppose
the explicit or at least implicit inclusion of social and
cultural values and preferences of the individuals and
groups concerned in a society (Shrader-Frechette,
1991).

C 1.2
Clarifying the concepts: Risk and uncertainty

Extent of damage
The two central categories of risk are the extent
(magnitude) of damage and the probability of occur-
rence (Knight, 1921; NRC, 1983; Fischhoff et al., 1984;
Fritzsche, 1986; Short, 1984; Bechmann, 1990; EC,
1993; Kolluru and Brooks, 1995; Hood and Jones,
1996; Banse, 1996; Rosa, 1997). By damage we shall
mean here an effect of a human activity (such as ac-
cidents through car driving, cancer through smoking,
forest dieback through pollution) or of an event
(such as a volcanic eruption, earthquake, explosion)
that is evaluated negatively in the general under-
standing of the public (i.e. intuitively by the great ma-
jority of people).The dimension that is viewed as be-
ing violated by a damage is termed the protected in-
terest. Section C 2 presents in detail the protected in-
terests of relevance in the context of global
environmental risks. The damage or hazard potential
is the sum total of possible adverse effects that can be
caused by an activity or an event. In purely formal
terms, the sum of conceivable adverse effects is al-
ways infinite, as for every event with a specific esti-
mated number of adverse effects an alternative dam-
age scenario can be conceived with an even greater
number of adverse effects. In actual practice it be-
comes apparent, however, that it is indeed possible to
state ceilings of the maximum possible extent of
damage (Morgan, 1990). The damage potential of a
car accident must evidently be rated lower than the
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potential that could be released in the event of the
explosion of a chloric gas storage facility.

Probability of occurrence
The question of the probability of occurrence entails
greater terminological problems. As opposed to the
measurement of physical damage, there is no clear-
cut method for determining probabilities of occur-
rence (Tittes, 1986; Hauptmanns et al., 1987; Kaplan
and Garrik, 1993). If an event occurs periodically
(such as high and low tide or the rotation of the sea-
sons), then we do not speak of a risk but of a period-
ic event, even if this event lies in the future. In this
case the probability of occurrence is 1; i.e. the event
will certainly occur. Such events are not treated in
this report. The term ‘risk’ is rather used for damag-
ing events on which there is information or only spec-
ulation concerning the relative frequency of this
event over time, but the precise point in time of the
event or the extent of cyclic events remain uncertain.

In medicine the term ‘risk’ is also used to charac-
terize possible damage in cases where the timing of
the harmful event is known, but the number and
identity of those harmed is not (Lave, 1987; Graham
et al., 1988). In carcinogenesis, identical exposures of
individuals can lead to tumor formation in one case
while in another no tumor is formed (Hoberg, 1994).
Thus one smoker may develop lung cancer due to
consuming ten cigarettes per day, while another
smoker with the same habit remains unaffected. It is
thus impossible as a matter of principle to use risk as-
sessments to make concrete predictions of individual
harm on the basis of observed or estimated frequen-
cies of events over time or over a group of individu-
als (Rowe, 1983). Risk statements always refer to
probabilities. The fact that an event is to be expected
on average once every 1,000 years consequently says
nothing about the point in time at which the event
will actually occur: this can be tomorrow, in 10,000
years or even later.

A variety of terms are used in the literature to re-
fer to the quality of uncertainty associated with the
assessment of the probability of damage forecasts
(Fritzsche, 1986; Häfele et al., 1990; Bonß, 1991;
Beroggi and Kröger, 1993; Bechmann, 1994; Rosa,
1997). We find terms such as ambiguity, uncertainty,
ignorance, indeterminacy or fuzziness. To avoid mis-
interpretations as far as possible, the Council uses the
following definitions for the characterization of un-
certainty in risk assessment in the present report:

Ignorance means the absence of knowledge of
both the possible consequences and their probability
of occurrence. Thus for instance in the 1950s, society
was oblivious of the impacts of CFCs upon stratos-
pheric ozone, as it was at the end of the 1970s with re-
spect to AIDS. In the stage of ignorance, we can re-

commend general strategies of prudent implementa-
tion, of further research and of the precautionary
measures set out in detail in Section G.

An indeterminate risk characterizes a situation in
which the extent of damage is largely known, but no
reliable statements can be made as to the probability
of occurrence or vice versa (such as the case of the
computer breakdown risk in the year 2000). If indi-
cations are available by which to ascertain both the
probability of occurrence and the magnitude (the
probability-magnitude function) of a risk, then the
degree of reliability of this determination of the two
risk components is termed certainty of assessment. If
the distribution function of probabilities of occur-
rence and corresponding extents of damage is
known, then the certainty of assessment is high. If,
however, this function is only vaguely recognizable
and subject to considerable error corridors, then the
certainty of assessment is low. If the certainty of as-
sessment can be quantified by means of statistical
techniques (for instance a 95% confidence interval),
then we speak of statistical uncertainty.

Statistical uncertainty is normally determined us-
ing the methods of classical statistics. However, if in-
sufficient historical data is available or if the variance
of distribution is very high, then the safety sciences
also use subjective estimates as an approximation to
the ‘objective’ distribution of relative frequencies
(Hauptmanns et al., 1987; Edwards, 1968).The gener-
al circumstance that all risk assessments remain un-
certain is circumscribed here by using the term incer-
titude (Krücken, 1997). Incertitude is a fundamental
property of risk, while the certainty of assessment
may be anywhere between extremely high and ex-
tremely low values.

The fact that it is impossible to make objective
predictions of individual damaging events on the ba-
sis of risk assessments should by no means be taken
to mean that the assessment is arbitrary (Rosa, 1997).
If there are two options for action for which the same
undesirable event will occur with differing probabili-
ties, then the conclusion for a decision under uncer-
tainty is clear: every rationally thinking person will
choose the option with the lower probability of oc-
currence (Renn, 1996). If, for instance, in Russian
roulette there were a choice between a revolver with
one bullet and one with two bullets, then the game
with one bullet is plainly less risky. Nonetheless, it is
by no means out of the question that when playing
with one bullet one will lose one’s life at the first shot
or that when playing with two bullets one will survive
several shots.

In mathematical terms, risk events are combina-
tions of systematic causal relationships (or cyclic
processes) and chance events. Chance is expressed in
two dimensions: in the probabilities for a certain



38 C Risk: Concepts and implications

event (first order uncertainty) and in the variance of
damaging events for given probabilities (second or-
der uncertainty: certainty of assessment).

Hazard and risk
The difficulty in defining an objective concept of risk
is a consequence of these chance variations (Evers
and Novotny, 1987; Bradbury, 1989; Shrader-
Frechette, 1991; Krohn and Krücken, 1993; Banse,
1996). The circumstance of an objective threat posed
by a future damaging event is generally termed a
hazard (Scherzberg, 1993). People are continuously
exposed to hazards while being oblivious or only par-
tially aware of them.When hazards have been recog-
nized and characterized, Luhmann (1993) speaks of
risks. These serve as mental constructs by which to
characterize hazards more precisely and to organize
or even quantify them according to the degree of
threat that they pose, that is according to the severity
and frequency of damage. Due to the uncertainty of
future events, risk assessments must always remain
approximations of the objective hazard. The latter
can only be known with certainty after the damaging
event has occurred. For there is no way of unequivo-
cally revealing a risk assessment as being false at the
point in time of the forecast (Rowe, 1984). Even if, for
instance, two nuclear power plants should experience
a maximum credible accident (MCA) within the next
10 years, this by no means implies that the findings of
conventional risk assessments for power plants (an
MCA every 100,000 years on average) are false. Just
as little must a roulette table be rigged if a person se-
lects the right number three times in succession. The
probability of occurrence only tells us that when ex-
amining a very long period of time under constant
boundary conditions, an event is to be expected with
a certain relative frequency.

Narrowing down the concept of risk to the relative
frequency of undesirable events is an attempt to
make limited forecasts of future events upon the ba-
sis of historical experience and modeling of the fu-
ture. This attempt relies mainly upon the two risk
components of probability of occurrence and extent
of damage, while other risk-relevant aspects are left
out of the analysis.This is why many risk analysis the-
orists avoid using the terms ‘true’ or ‘objective’ risk,
as risk is, as a matter of principle, a mental construct
used to image complex cause-effect chains with
chance events. This contract has no direct counter-
part in reality (Shrader-Frechette, 1991; Rayner,
1993; Rohrmann, 1995a; Kunreuther and Slovic,
1996).

Where the Council does use the term objective
risk, this refers to an idealized concept whose sub-
stantive materialization can only be ascertained ex
post, i.e. after the expiry of a source of risk or, for nat-

ural events, only at the end of natural history. It is as-
certained as a pattern of distribution of damaging
events over a set of individuals or over time. Objec-
tive risk is thus an ideal quantity that can be defined
as a relative frequency of recognizable patterns of
distribution of damaging events when looking back
over the entire period of time during which the event
can occur at all.The fit between the assessed risk and
the objective risk will be all the closer 
• The more accurately the system under considera-

tion is understood in its causal relationships or
tendencies,

• The more is known about the relative frequencies,
and

• The smaller system change is, i.e. the less one ex-
pects changes of causal relationships in the future.

Risk analysis
On the basis of the above considerations, we can now
move on to further terminological clarifications. Risk
analysis is the attempt to determine qualitatively
and, as far as possible, quantitatively by means of sci-
entific methods and as accurately as possible the
probabilities of occurrence of concrete damage or
the probability function of the magnitude of damage.
This is done on the basis of observation, modeling
and scenario formation (NRC, 1982; Krewski and
Birkwood, 1987; EC, 1993; IAEA, 1995; Kolluru,
1995). Using risk analyses, the attempt is made to de-
termine as objectively as possible the expected value
(EV) of a risk, i.e. the expected extent of damage av-
eraged over time or over risk objects (such as indi-
vidual persons). In the conceivably simplest case, the
relative frequency of the past can be extrapolated to
the future as long as the risk agent does not change
over time (such as through a changed biological half-
life) and so long as no relevant societal intervention
takes place (Häfele et al., 1990). If in the previous
year there were X fatalities due to road accidents,
then under almost equal conditions the number of fa-
talities will be roughly the same in the coming year. If
we are dealing with more complex phenomena or if
we lack historical experience, then probabilities must
be modeled or synthesized. The technical-scientific
risk perspective thus assesses hazard-triggering ele-
ments and their environmental and health conse-
quences by modeling potential impacts and effects.

The findings of a risk analysis are not falsifiable in
a narrower sense, or at least not conclusively (Mar-
cus, 1988). However, if the risk assessment refers to
foreseeable periods and comprises quantitative con-
fidence intervals, events that lie repeatedly outside of
these confidence intervals can indeed serve to signify
an inadequate or erroneous analysis. Such events can
also be simulated by the computer so that the dam-
aging events need not occur in reality. However, it
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will never be possible to predict individual events on
the basis of a risk analysis, nor can the quality of an
assessment be appraised on the basis of an individual
event. The intrinsic uncertainties attaching to risk
statements and the difficulties attaching to an objec-
tive appraisal of their predictive power are a part of
the reason why in modern knowledge-based societies
risks give rise to such considerable controversy in
technology and environmental policy. This is all the
more so as the possibilities of modern technology
have led to a depth of human intervention in natural
processes and in the structure of the anthroposphere
that is a source of grave concern to many (von Gle-
ich, 1997; Japp, 1992; Krücken, 1997).

C 1.3
Intuitive perceptions of risk

Risk perception must be distinguished from risk
analysis. In view of the hypothetical character of
probability statements, some authors even go so far
as to say that every risk statement is nothing more
than a more or less systematically structured intu-
ition of future events (Rayner, 1984; Wynne, 1992).
However, the Council does not consider it useful to
blur the distinction between scientific risk assess-
ment and intuitive risk perceptions, as fluid as the
boundary between risk analysis and societal risk per-
ception may be. Given the great propensity of risks to
jeopardize the well-being of entire societies, it is the
task of the academic community and of other pro-
ducers of knowledge to conduct risk assessments as
accurately as possible. In the meantime, an array of
methodologies and techniques have been developed
to model the connections among cause-effect pat-
terns and chance influences. These methods have
greatly improved the predictive accuracy of relative
frequencies of possible damage. Scientists remain
charged with the task of continuously developing and
improving methodologies and techniques tailored to
the events to be forecast, in order to permit an in-
creasingly accurate assessment of risks.

Risk perception, by contrast, does not need to ori-
ent itself to the stringent criteria of methodologically
founded risk analysis. Risk perception is based large-
ly on personal experience, mediated information
(such as through the press) and intuitive estimations
that have emerged in the course of biological and lat-
er cultural evolution (Section E 2.2).As studies of in-
tuitive risk perception have shown, people associate
with risks not only physical damage, but also viola-
tions of social and cultural values (Fischhoff et al.,
1978; Covello, 1983; Slovic, 1987; Brehmer, 1987;
Gould et al., 1988; Renn, 1989; Drottz-Sjöberg, 1991;
Pidgeon et al., 1992; Jungermann and Slovic, 1993b;

Rohrmann, 1995b). The technical-scientific risk per-
spective has largely excluded this dimension of risk,
restricting itself essentially to damage to property,
health and the environment. It was only psychologi-
cal and sociological risk research that then created a
basis for sufficiently characterizing and largely ex-
plaining societal risk experience. Beside underscor-
ing non-physical risk dimensions, perception re-
search has also shown that people base their evalua-
tions of risks on a series of contextual risk properties
in addition to the probability and severity of damage.
For instance, it is on the basis of the knowledge of
non-physical dimensions and contextual risk proper-
ties that we can understand why the public reacted to
a potential oil pollution of a few thousand liters
(through the planned sinking of the Brent Spar oil
platform) by boycotting Shell, while no similar reac-
tion occurs to the careless discharge of oil from ships
to the oceans, which pollutes the seas with some 10
million tonnes oil every year (Löfstedt and Renn,
1997).What a society defines or professes to perceive
as risk is thus not necessarily in any direct relation to
the magnitude of risk as defined by the two compo-
nents of probability of occurrence and extent of dam-
age.

It is very important for several reasons that a
proactive and rationally structured risk policy ad-
dresses the issue of risk perception. For one thing, the
behavior of people is guided by their perceptions and
not by scientific risk models.The perception of risk is
not independent of the ‘objective’ risk. Over the long
run, only those risk perceptions will prevail that tally
with the experience of real damage. However, in rare
cases, imagined risks can generate precisely those
symptoms that are in principle caused by the damage
potentials of the risk sources in question. Psychoso-
matic reactions are frequently the consequences of
risk perceptions (Aurand and Hazard, 1992).

Secondly, in addition to severity and probability
people also act on other risk properties that not only
reflect their personal preferences but should also be
integrated in a rational risk policy on the basis of nor-
mative considerations (Renn, 1998). Whether a po-
tential damage is irreversible or not, or whether it
may impact upon other people or upon future gener-
ations, are dimensions that are usually excluded from
classic risk assessments (Section C 3).

Thirdly, most people are not indifferent to distrib-
utional patterns of damage over time and space. The
risk assessment process is based by definition on rel-
ative frequencies, necessarily meaning that averages
are formed over space and time. However, in the per-
ception of most people it is by no means the same
thing whether a source of risk damages 1,000 people
at one blow or continuously damages 1,000 people
over a certain period (Jungermann and Slovic,
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1993b). From a normative perspective, too, it may
also be appropriate to integrate distributional pat-
terns as an evaluation criterion in their own right in
the analysis, as sporadic damage frequently requires
a greater compensation effort than continuous dam-
age. Moreover, people also link concepts of social eq-
uity and justice to distributional patterns . In most
cultures, an asymmetrical distribution of benefits and
risks requires a particular social justification.
Whether a risk is viewed as fair or acceptable de-
pends less upon the magnitude of the risk than upon
an individual or cultural standard of equity. Classic
risk assessments do not inform us on this point.

C 1.4
Elements of risk evaluation

Risk evaluation means judging whether an existing
risk is acceptable and tolerable to society as a whole
or to groups in society. Here the Council considers it
necessary to use both scientific assessments and risk
perceptions registered by empirical studies as a joint
basis of information for rational weighing of risks
and benefits (Fiorino, 1989). Both types of informa-
tion are essential elements of risk evaluation. In par-
ticular, the risk evaluation process should observe
the following principles (Shubik, 1991; Banse, 1996;
Fischhoff, 1996):
• Technical-scientific risk analyses are helpful and

necessary tools of rational risk policy. It is only by
using these tools that relative risks can be com-
pared with each other and options selected with
the lowest expected value of damage. However,
they must not serve as the sole guide for evaluat-
ing and dealing with risks. The price paid for the
universality of risk assessments is contextual ab-
straction and the exclusion of perceptual risk
properties that are indeed expedient from a ratio-
nal perspective. Contextual and situational cir-
cumstances need to be taken into consideration in
every risk analysis.

• Risk properties are essential characteristics of risk
perception. These perceptual patterns are not ar-
bitrarily manipulatable notions cobbled together
irrationally, but are concepts that have emerged in
the process of human evolution and have proven
themselves in day-to-day life. Such patterns can be
reconfigured but not extirpated. Their universal
character permits a common orientation towards
risks and creates a basis for communication. The
wealth underlying these perceptual processes can
and must be utilized in risk evaluation.

• It is certainly desirable from a rational perspective
to systematically identify the various dimensions
of intuitive perceptions of risk and to measure the

empirical manifestations of these dimensions. Re-
search tools are in principle available by which to
measure these dimensions. They include the ex-
tent to which different technical options distribute
risks asymmetrically among segments of the pop-
ulation, the extent to which avenues of institution-
al control are available, and the extent to which
risks are accepted by voluntary agreement. What
is important above all is that these factors are tak-
en into consideration in the political evaluation of
risks. The Council takes the view that the dimen-
sions of intuitive risk perception must be legiti-
mate elements of rational evaluation, but that the
assessment of different sources of risk in each di-
mension must be conducted according to scientif-
ic criteria of validity and reliability.

• As important as risk perception is, it cannot be a
substitute for dealing with risks rationally. Just as
technical-scientific risk analyses must not be made
the sole basis of decisions, neither should the fac-
tual evaluation of risks be made the sole political
standard of their acceptability. If it is known that
certain risks, such as passive smoking, can lead to
severe disease, then this risk is not acceptable,
even if there is a lack of awareness of the problem
among the general public. Many risks are re-
pressed because one does not wish to face them.
This applies above all to risks whose adverse ef-
fects can occur only in the distant future. Letting
oneself be guided by suppressed or plainly false
notions can scarcely form a justifiable basis for
dealing with risk. However, knowledge of these
perceptual patterns can be used expediently to de-
sign and implement risk communication and edu-
cation programs. Many people find it difficult to
comprehend probability statements (Kahneman
and Tversky, 1974) or to perceive the degree of
risk posed by sources of risk with which they have
been acquainted for a long time (Ross, 1977). Here
targeted education and information programs can
be applied (Jungermann, 1991). The Council
therefore advocates risk communication pro-
grams that integrate technical-scientific risk
analysis and intuitive risk perception.

• Even if one had collected the best scientific
knowledge of all dimensions considered by people
to be relevant (which is scarcely possible in reali-
ty), the decision on which technical option to
choose is by no means preprogrammed. The
process of balancing options always presupposes a
normative weighting of the different value dimen-
sions (Derby and Keeney, 1981). Such balancing
processes depend on the context and upon the se-
lection of dimensions. When selecting dimensions,
perception research can provide us with important
indications. In the balancing process and the rela-
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tive weighting of dimensions, the criterion of fair
distribution of risks and benefits plays an impor-
tant role (MacLean, 1986). It is no longer the task
of science to carry out such balancing processes.
Rather, it should provide the information and par-
tially also the techniques by which to place the po-
litically legitimated decision-makers or the per-
sons affected in a position to arrive at a judgment
appropriate to their preferences and to the matter
in hand (Shrader-Frechette, 1991; Krücken, 1997).
Of course the experts can and should actively co-
operate in this process of judgment formation.

While there are clear rules for measuring and treat-
ing stochastic phenomena, it lies in the nature of
probability statements that these can result in highly
disparate and even diametrically opposed instruc-
tions for action. From all these considerations the
Council comes to the conclusion that a clear-cut sci-
entific prescription of how to deal with risks is not
possible.

C 1.5
Criteria for rational risk evaluation

As set out above, the question of the acceptability of
risk cannot be resolved in a clear-cut manner. This
ambivalence harbors major political volatility, for de-
cision theory cannot prescribe any rationally un-
equivocal solution as to how one should choose be-
tween a diverse array of options for action that entail
differing risks (Fischhoff et al., 1985): the decision
will vary depending upon risk preferences.

The ways in which people express aversion to tol-
erate risks varies (Erdmann and Wiedemann, 1995).
The gambler concentrates upon the outcomes that
promise the greatest benefit for him even if the prob-
ability of these occurring is low. More timid charac-
ters will stare as if hypnotized at the outcomes that
may entail particularly large losses, even if their oc-
currence is extremely improbable. Cool reckoners
will multiply the probabilities by the respective loss
and benefit figures and will select the option that
promises the largest expected utility (EU). All three
characters can state good reasons for their behavior
and no one can dispute their right to have differing
risk preferences.

Based simply on the fact that people have differ-
ing strategies by which to deal with risks, we may
draw the fundamental conclusion that a rational risk
policy should leave individual actors the freedom to
assume the management of risks that they take them-
selves and whose consequences they must bear them-
selves (Sopolski, 1990). Whoever likes to engage in
risky sports or damages himself through excessive
consumption of alcohol or nicotine should assume

responsibility for the consequences of this behavior
and should be free to deal with these risks according
to his own preferences. The precondition to this is
that the damage to society (such as the costs for res-
cue services or health care) incurred by this behavior
is covered by an insurance or other liability scheme.
Such a regulation according to market principles
would transfer the choice of the proper form of risk
management to whoever must then also bear the
consequential costs of the choice of risk. Our society
only then departs from this ‘elegant’ solution of the
problem of decision under uncertainty where indi-
viduals lack the maturity to freely choose manage-
ment options or would appear to lack this according
to common consensus (drug addiction, legal protec-
tion of minors etc.). Situations in which individual
risk behavior of one person entails risks for other
people (external effects) or risks for collective goods
are more problematic and less elegantly resolvable.
In this case the state must either enforce certain rules
for dealing with the risk (such as environmental stan-
dards or licensing procedures) or must enact liability
rules by which to pass the consequential costs to
those who, by their behavior, have passed risks to
others. Both cases call for a decision to be taken as to
the direction of the collective resolution of the dilem-
ma of decision under uncertainty (in the case of
command and control law to directly institute risk-
reducing measures, in the case of liability law to indi-
rectly stipulate the necessary compensation pay-
ments). Where collective risks are concerned, how
should a society decide the fundamental procedure
to adopt when outcomes are uncertain? Which strat-
egy should a society adopt if the outcomes of risky
actions affect many people with differing prefer-
ences?

Risk evaluation strategies
Philosophers and decision theorists have rightly ar-
rived at divergent conclusions at this point (Shrader-
Frechette, 1991; Leist and Schaber, 1995). The
philosopher Hans Jonas was clearly in the camp of
the cautious. His minimax principle reads: “minimize
the maximum expectable damage”. The problem
with this solution is that, with a little imagination, as
soon as the technology has gained any appreciable
market share there is for each source of risk a possi-
ble if albeit in the individual case not very probable
disaster scenario (Jonas, 1979, 1990). Society would
thus be damned to immobility and to the surrender
of all opportunities. John Rawls (1971, 1974) is less
apodictic. His solution to the problem is oriented to
the subjective expectations of different groups:
“choose that variant to which those in a society who
are most disadvantaged by the decision can also
agree”. Rawls consciously also integrates the possi-
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bility of providing compensation to those disadvan-
taged in his formula, so that the economic rationality
of the Pareto criterion, according to which each indi-
vidual must be in at least as good a position after a
decision as before the decision, is satisfied. Rawls
concentrates, as does Jonas, on the conceivable nega-
tive impacts, but views them through the eyes of
those affected.

In contrast, most decision theorists are in the camp
of the cool reckoners. Ward Edwards, the developer
of multiattribute decision analysis, argues with the
middle ground taken by this camp (Edwards, 1954).
According to Edwards, if there are evidently risk-
averse and risk-seeking people in society, then soci-
ety should take a neutral stance and use the respec-
tive expected values as orientative markers. This
would do justice to both sides, the risk-seeking and
the risk-averse. The Arrow-Hurwicz rule (1971)
promises a golden mean: “choose that option for ac-
tion which offers the optimum values in the combi-
nation of best possible and worst possible outcomes”.
Others take the view that society has a duty to evalu-
ate more negatively than the intermediate cases ad-
verse outcomes that will occur with a very high prob-
ability and disasters that will occur with a very low
probability (Derby and Keeney, 1981). This formula
might be termed ‘beware the extremes’.

The controversy over the ethically required reso-
lution of uncertainty shows that even with identical
value orientations – i.e. a consensus concerning de-
grees of desirability – the solution for collective cop-
ing with uncertainty cannot be determined unequiv-
ocally. Thinking in terms of risk forces people to live
with a legitimate diversity of solutions. Neither the
one nor the other is right. There is no sufficient, in-
tersubjectively compelling reason to opt for a risk-
averse or a risk-neutral decision logic. Both options
are possible and can be substantiated with good rea-
son.This ambivalence is thus based on normative de-
terminations as to how an individual or a group wish-
es to deal with a risk and which preferences (risk-
seeking, -averse or -neutral) prevail (Renn, 1996).

This ambivalence, which is an outcome of decision
logic, is plainly all the sharper when we consider that
the assumption of identical value orientations and in-
terests is completely unrealistic in a pluralistic soci-
ety. Different groups will naturally evaluate out-
comes differently, depending upon how severely they
are affected and which consequences they perceive
as being more or less severe. Environmentalists will
place a particular weight on the environment, entre-
preneurs on competitiveness.Although these two ob-
jectives are connected, no one can claim ex cathedra
that one has more right to his weighting than the oth-
er.

As in the question of objective risk identification,
the process of risk evaluation and the resulting
choice of instruments by which to control risks is by
no means arbitrary, despite the necessity of subjec-
tive weighting. Depending upon the preferences and
objectives given, the acceptability of risks can be con-
sistently derived. Among the general public, the de-
bate on the ambivalence of risk evaluation has fre-
quently left an impression of inadequate competence
on the part of risk experts and thus an impression of
a risk policy that operates according to superficial in-
terests (Brown and Goble, 1990). This impression of
political arbitrariness has partially poisoned the pub-
lic climate and has contributed to a loss of credibility
of the scientific and political communities.The Coun-
cil wishes to stress firmly here that, despite all uncer-
tainty and ambivalence, the risks assessed by scientif-
ic tools and the evaluation made according to deci-
sion analysis principles do have a function in guiding
actions – a function that cannot be substituted by in-
tuition, nor by factual acceptance, nor by political in-
stinct or partisan evaluation. The Council therefore
recommends basing the choice of appropriate regu-
latory instruments upon the scientifically substantiat-
ed assessment of the risk in question, and, building
upon this, to perform a stringent and consistent eval-
uation.

Normal, transitional and prohibited areas
of risk
In order to support practicable risk evaluations and
to guide rationally arguable risk management, the
Council distinguishes three categories of risks: the
‘normal area’, the ‘transitional area’ and the ‘prohib-
ited area’. Risks in the normal area have the follow-
ing characteristics:
• Low uncertainty about both the probability of oc-

currence and the associated magnitude of damage,
• In total, a small catastrophic potential,
• In total, a low to medium probability of occur-

rence,
• Low levels of persistency and ubiquity of risk

sources or consequences,
• High reversibility of risk consequences should the

damage occur,
• Low statistical confidence intervals with respect to

probability and magnitude of damage,
• No distinct distortions between the group that is

exposed to the risk and the group to which oppor-
tunities and benefits accrue (distributional equi-
ty).

In this case the objective magnitude of risk is almost
identical to that ascertained by scientific risk assess-
ment. For risks situated in the normal area, the Coun-
cil follows the recommendation of the majority of de-
cision theorists, namely to proceed from a neutral
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risk attitude for collectively binding decisions. In this
case a weighting by simple multiplication of the prob-
ability and magnitude of possible damage with inclu-
sion of respective variances is purposeful and appro-
priate.This approach also permits an effective and in-
novation-promoting policy aimed at seizing opportu-
nities, as both risks and opportunities can be
calculated using the same algorithm (expected value;
Section F). Events that are certain, too, regardless of
whether positive or negative, can be unproblemati-
cally included in such a balancing process with a
weighting of 1. This approach is termed the maxi-

mization of expected utility (probability multiplied
by consequences weighted according to utility) and
fits seamlessly with classical cost-benefit analysis or
utility analysis (Merkhofer, 1984).

The situation becomes more problematic when
risks touch areas that significantly transcend every-
day levels (Fig. C 1.5-2). In such a case either the
‘transitional’ or the ‘prohibited area’ is reached. It is
characteristic for both areas that the certainty of as-
sessment is low, the potential damage can assume
alarming proportions, or the systematic knowledge of
consequences and chance fluctuations are scarcely

Box C 1.5-1

The Swiss risk assessment experience

In connection with a project carried out by the Stuttgart
Center of Technology Assessment on rational risk assess-
ment techniques, approaches to assessing risks implemented
abroad were collated (Petringa, 1997; Löfstedt, 1997; Hattis
and Minkowitz, 1997; Beroggi et al., 1997; Hauptmanns,
1997; Poumadère and Mays, 1997). This included a study on
the situation in Switzerland (von Piechowski, 1994). Since 
1 April 1991, the Swiss Industrial Accident Ordinance (Stör-
fallverordnung, StFV) stipulates how technological risks are
to be dealt with in Switzerland. The Ordinance defines risk
as the combination of the probability and magnitude of
damage. In order to clarify the Ordinance, handbooks have

been prepared that concretize the risk identification process
and propose techniques for risk assessment. Here risk as-
sessment proceeds in four steps. First indicators must be
identified that can then be used to predict and measure the
extent of damage associated with an accident scenario. In
the second step, probabilities of occurrence are identified
for the various accident scenarios. Using a probability-mag-
nitude diagram, the section under consideration is defined in
the next step (Fig. C 1.5-1). The boundary in the lower area
is formed by the transition to small or insignificant accidents
that are regulated by the Swiss Labor Act (Arbeitsgesetz).
The upper boundary of the unacceptable area signifies cata-
strophic accidents. In the fourth and final step, the political
decision-making process determines those risk acceptance
areas in which risks are either still viewed as tolerable or are
considered unacceptable.
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known or are not determinable. The situation is also
critical if risks cause global, irreversible damage, ac-
cumulate over lengthy periods or tend to particular-
ly mobilize or cause dread among the public. Risks in
the transitional or prohibited areas have at least one
of the following characteristics:
• Uncertainty is high for all risk parameters,
• The damage potential is high,
• The probability of occurrence is high, approaching

1 (where none of the other conditions is given, this
case is not so relevant at the global level),

• The certainty of assessment is low, but there are
reasonable grounds to assume that major damage
is possible,

• Persistency, ubiquity and irreversibility are partic-
ularly high, whereby here too there must be rea-
sonable grounds to assume that damage is possi-
ble,

• For reasons of perceived distributional injustice or
other social and psychological factors, a major po-
tential for mobilization is to be expected (refusal,
protest, resistance).

As is already practiced in many countries (e.g. Great
Britain, Denmark, the Netherlands and Switzerland,
Box C 1.5-1), it makes sense to break down the criti-

cal area into a transitional and a prohibited area
when facing one of the conditions mentioned above.
The transitional area calls for risk-reducing measures
whose implementation promises a transmutation
into the normal area. In the prohibited area the risks
are so severe that generally a ban should be imposed,
unless there is a consensus in society that these risks
are to be accepted because of the associated oppor-
tunities.

In both the transitional and prohibited areas, it is
rarely possible to make a clear-cut statement of the
validity of scientific risk assessment processes. In the
transitional area, risk-averse behavior is certainly ap-
propriate, as here the limits of the human faculty of
cognition are often reached. It is then no longer pri-
marily a matter of a balancing risk decision, but fre-
quently more one of limiting the possibilities of wide-
ranging negative surprises. Precautionary strategies
of risk control, strict liability arrangements, general
rules of prudence and aspects of risk avoidance then
have priority over impact-focused optimization rules.
The choice of tools will accordingly differ depending
upon which area is touched. At the same time, the
Council wishes to stress that risks are often associat-
ed with opportunities, so that the aim cannot be to
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minimize or even prevent risks in each and every
case. Only in the transitional and prohibited areas is
particular caution called for, through to an outright
ban.

Having localized a risk in one of the three areas,
specific risk management follows. By risk manage-
ment, the Council understands the sum of measures
instituted by persons or organizations to reduce, con-
trol and regulate risks (Lowrance, 1976; Covello et
al., 1984; Lave, 1985; Clarke, 1989; Morgan, 1990; Kol-
luru, 1995).This term also covers the tools of risk con-
trol, from politically stipulated limit values over eco-
nomic incentives, liability regimes and planning tech-
niques through to educational measures (Section H).
Insofar as risks are situated in the normal area, there
thus being no particularly problematic conditions or
circumstances, the Council recommends that the le-
gitimated decision-makers, be these individuals, com-
panies or the state, make a balancing decision ac-
cording to their risk and opportunity preferences.
However, it must be kept in mind that the sum of
many discrete risks that do not touch the transitional
area alone can, when cumulated, enter the hazardous
transitional area. In the prohibited area it is indis-
pensable to reduce probability, magnitude or other
risk parameters. In the transitional area, manage-
ment packages specific to each class of risk need to
be implemented.The present report is concerned ex-
clusively with risks which, whether discrete or cumu-
lative, fall in one of the risk classes situated in the
transitional or prohibited area as set out in Section C
4. In the opinion of the Council, the available control
mechanisms suffice to assess and manage normal
risks.

The risk concept of the Council
In summary, the Council distinguishes between five
elements in its risk concept:
1. An idealized understanding of risk that reflects

the objective degree of hazard.
2. A technical-scientific risk assessment based on ob-

servation and modeling that aims at acquiring an
as accurate as possible knowledge of the relative
frequencies of damaging events averaged over
time and space.

3. A general risk perception based on intuitive risk
identification and its individual or societal evalua-
tion.

4. An intersubjective risk evaluation based on pro-
cesses of rational judgment formation in terms of
a risk’s acceptability or tolerability for society as a
whole or for certain groups and individuals.

5. A balanced risk management that integrates, for
each specific class of risk, the suitable and appro-
priate measures and tools by which to reduce, con-
trol and regulate risks.



Categories of damage and criteria for selecting globally relevant

environmental risks

C 2

C 2.1
Damage as an evaluation category

In a simple sense,‘damage’ is understood to mean the
tangible destruction of or damage to a concrete
thing. However, terms such as ‘bodily harm’, ‘mental
harm’, ‘moral harm’, ‘civilizational harm’ and ‘cultur-
al harm’ illustrate that this simple concept of damage
may be extended beyond what human faculties can
perceive, to embrace impairments to the function or
performance of body and soul or of ethical and cul-
tural values. If we combine the common characteris-
tics of the more abstract concepts of damage, we ar-
rive at a general concept of damage that may be de-
fined as follows:“destruction, diminution and impair-
ment of concrete or abstract values in both the
tangible and intangible spheres” (Berg et al., 1994).

To perceive a damage as such, there must be an
evaluating subject. The concept of damage is thus in-
herently anthropocentric. Damaged objects, by con-
trast, can also be outside of the anthroposphere, such
as animals, the environment or artifacts.

The natural sciences generally define damage as a
physically measurable change for which there is gen-
eral societal consensus that it is not desirable (Renn,
1992). Here, too, people are the evaluators of dam-
age, but the categories of damage are limited to areas
in which there are physical equivalents of the evalu-
ation dimensions (such as health or environmental
damage) and where at the same time there is a high
level of agreement that these changes are to be eval-
uated negatively. In this perspective, the magnitude
of damage depends directly upon the extent and
quality of physical change.

In economics, the wider social sciences and philos-
ophy, a much broader range of meanings attaches to
the concept of damage. Here the economic or social
evaluations of physical changes are taken into con-
sideration, as are physically not measurable, symbol-
ic or immaterial losses of what is considered by soci-
ety to be desirable. While economics recurs to the
subjective concept of utility as a common denomina-
tor of all categories of damage, the other social sci-

ences stress, in addition to utility, the violation of val-
ues or beliefs (Dake, 1991). The distribution of these
violations among different groups in society is also an
important subject of the social sciences.

In psychology, damage is generally defined as con-
sequences of an action or event that are subjectively
perceived and weighted with the own values and in-
terests of the individual (Berg et al., 1995). The sub-
stance of the damage depends upon the subject and
thus embraces both material (physical) and immate-
rial (symbolic) changes of the environment. More-
over, it is the subject who evaluates these changes;
the evaluation depends upon 
• The values considered by the individual to be of

relevance to his/her own person (such as main-
taining his/her own health),

• The values considered relevant by society (such as
maintaining the security of supply of energy sys-
tems),

• Own interests (such as material benefits),
• Attitudes towards those who cause and those who

are affected by the damage, and
• The judgments of reference groups and the media.
The individual evaluation of damage is joined by the
perceptions and evaluations of groups or organiza-
tions. Here the level of the evaluating subject is
moved from the individual to a collective subject, and
also quite different categories of damage come into
play. The evaluated magnitude of perceived overall
damage is important, as are the differing ways in
which damage affects groups in society. The issue of
the symmetry of the distribution of damage and ben-
efit among various social groups is often more
volatile, both socially and politically, than the aggre-
gated or average magnitude of damage.The distribu-
tional problem is joined by symbolic categories of
damage such as the loss of credibility of institutions,
the effects of events upon political mobilization or
apathy (e.g. political disinterest) and upon the capac-
ity to politically master the conflicts associated with a
damage.

Which categories of damage are now of relevance
to global environmental risks? The Council has es-
sentially concentrated on those risks that have both
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global impacts and whose damage chain includes en-
vironmentally relevant effects (Section C 5). The
next subsection makes an appropriate selection from
the great number of possible global damage cate-
gories.

C 2.2
Relevant categories of damage

When examining a certain risk one needs to ask what
form the possible damage can take, how this is per-
ceived by people and how it is evaluated.The follow-
ing categorization can be useful in ascertaining the
type of possible damage:
1. Effective or real damage. Loss of real life values.

This refers to tangible or (physically or psycholog-
ically) experienced impairments of material
wealth or of bodily-mental status. This includes
damage to property and bodily or mental harm –
i.e. impairment of an object of legal protection, a
right or a legally protected interest of a person or
society by another person or society.

2. Contingent damage. Loss of a real or expected op-
portunity; non-attainment of possible utility. Per-
sonal injuries (bodily or mental harm) generally
lead to a loss or reduction in capacity to work and
thus cause a loss of income for the individual af-
fected, and a potential loss of goods and services
for society as a whole.

3. Compensation damage. Effort required to offset
damage that has occurred. This comprises the ef-
fort required to replace or restore what has been
destroyed or damaged. Compensation damage
only arises in the event of damage to property.

These three categories of damage are not mutually
exclusive, but rather highlight the same factual cir-
cumstances from differing perspectives. They offer
different evaluation patterns for identifying and
qualifying damage. In addition to the above cate-
gories, it is expedient to differentiate between mate-
rial and non-material damage.

But how should we evaluate damage potentials
that cannot be clearly expressed in terms of mone-
tary loss? A loss of confidence in the integrity of po-
litical decision-makers, for instance, cannot be ex-
pressed in monetary terms, but is rather expressed by
the circumstance that voter turnout drops or that
governments are reshuffled at short intervals. For this
and similar forms of non-material damage, standards
need to be formulated that permit the creation of
evaluation classes as in the case of property losses.
This illustrates that, depending upon the risk under
consideration, quite specific constellations of indica-
tors need to be applied that can frequently only be
formulated with corresponding expert knowledge.

Care needs to be taken in practice that the damage
potential can be measured by means of a limited
number of indicators such that an allocation to class-
es of relevance is possible.

A final important point is whether the possible
damage is irreversible, or can be remedied or com-
pensated. For instance, contamination can irre-
versibly destroy a local ecosystem. However, this
need not appreciably impair the natural bases of hu-
man existence if the ecological functions can be com-
pensated by means of substitution or productivity en-
hancement in another ecosystem. Irreversible modi-
fications of the Earth System are thus always then of
particular relevance if they cannot be compensated.

Criteria for ascertaining the damage
potential
1. Are we dealing with real, contingent or compen-

sation damage?
2. Is there material damage? How high is this?
3. Is there non-material damage (e.g. to cultural her-

itage)? How can this be measured and how high is
it?

4. How many people are affected by the damage and
how high is the average damage potential?

5. Is the damage irreversible or uncompensatable?
If we apply these criteria, then it is apparent that the
damage potential can assume very different forms.
This is illustrated by the example of earthquake risks:
here it is not primarily a matter of how strong the
earthquake must be in order to cause a certain dam-
age, but rather above all a question of which physical
and social potentials may be damaged by the earth-
quake. Regardless of the circumstance that among
different regions of the Earth vulnerability to such
natural risks varies, the damage potential refers to
both the natural physical-geographical and the civi-
lizational inventory. For earthquakes this means that
many people are at risk from the event, the material
damage is generally high, cultural goods suffer and
damage can thus also be irreversible.

In contrast to the above example, it is very much
harder to ascertain the damage potential for the risk
from BSE. It can be assumed that civilizational pro-
tected interests are not affected by this risk. Howev-
er, the prospect of harm to the natural physical-geo-
graphical potential is presently not ascertainable, as
the available knowledge on the risk from BSE is still
too scant to make reliable statements. Nonetheless,
attempts to assess this risk have indicated that in
many countries both the real and the contingent and
compensation damage can assume considerable
macroeconomic importance.
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C 2.3
Problems of aggregating damage categories to
one damage index

One of the greatest challenges in damage assessment
is to aggregate the different categories of damage to
one overall damage index (Baram, 1980). In principle,
all risk assessors proceed from the assumption that
decisions under uncertainty require a balancing of
benefit and damage. In economics, this is conducted
on the basis of risk-benefit analyses, in psychology
according to the common patterns of subjective ex-
pected utility and in sociology according to the col-
lective expected utility of groups or institutions.

The equitable, comprehensive and reproducible
identification and evaluation of damage potentials is
already extremely difficult for individual damage
categories. Particular consideration needs to be given
to the following conceptual and instrumental prob-
lems (Renn, 1995):
• Many individuals and groups view a number of

damage categories as being not fungible, even
though the risk of experiencing such a damage
may be offset against other risks. Generally, the
point at which a bearer of risk is no longer pre-
pared to accept monetary compensation for the
risk to be accepted can be expressed by an ex-
change function with the probability of occur-
rence on the abscissa and the benefit-equivalent
compensation sum on the ordinate. As individuals
have differing risk preferences and the threshold
values of the function will thus also vary, there is a
need for collective processes of standard setting in
order to ascertain a limit of compensatability ac-
ceptable to all individuals. Such an agreement nat-
urally only applies to such risks that cannot be
completely individualized.

• Balancing cannot be stipulated in an intersubjec-
tively binding manner by formal procedures. This
is because each group weights the various cate-
gories of damage differently. Conversion into
monetary units or some other accounting unit
would presuppose that there is a theoretically sat-
isfactory and practically acceptable procedure by
which to aggregate individual preferences. Unfor-
tunately, this is not in sight.

• In addition to the magnitude of damage, the distri-
bution of damage also plays an important role
when offsetting forms of damage against each oth-
er. Balancing processes that only optimize alloca-
tion (such as aggregated cost-benefit analyses)
frequently lead to an asymmetrical distribution of
burdens. The same can also be said of pure major-
ity decisions. It is thus essential that distributional
questions are also taken into consideration in the

balancing process. This can be done by involving
all bearers of risk or their representatives in the
decision-making process, so that these can them-
selves participate in determining the risk-benefit
distribution they consider acceptable.

Because of the difficulty encountered in stipulating
universally binding criteria for balancing damage ex
ante, it is frequently demanded that such accounting
procedures be determined in a discursive process
among the interest groups. However, such a shift of
‘substantive legitimation’ to ‘legitimation by process’
does not change the fact that participants of a dis-
course also need to argue according to substantive
rules of accounting. The advantage of such a discur-
sive solution is, however, that disparate systems of
equity and balancing rules can compete with each
other in an exchange of arguments. Section G dis-
cusses the procedures for determining aggregate risk.

C 2.4
Criteria for screening globally relevant
environmental risks

C 2.4.1
Choosing screening criteria

The categorization of risks in risk classes does not yet
suffice to screen from the great number of possible
risks those environmental risks that have global rele-
vance. Thus, for instance, murder or suicide are cer-
tainly among the prime risks in our society, and can
indeed be positioned within our typology of risk, but
are not of interest to the Council because no envi-
ronmental changes are concerned. Moreover, there
are many local, regional and also national risks that
require particular attention at their respective politi-
cal level but do not develop global impacts. This is
why it is necessary to introduce two further ‘filters’ in
addition to the restriction of the present report to
risks in the transitional or prohibited areas:
1. The global filter screens risks according to their

transnational character. The scope of the risk ex-
tends beyond the boundaries of a country or can
only be mastered by means of global risk manage-
ment.

2. The environmental filter ensures that only such
risks are examined for which significant environ-
mental damage is to be expected in the risk’s chain
of effects.

These two screening filters are described in detail in
the following.All risks analyzed in the further course
of this report must meet both criteria.
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C 2.4.2
Global filter

As the environmental risks that we wish to screen are
closely tied to the people-environment interface, the
global filter can be causally connected to the core
problems of global change that have already been
identified by the Council (WBGU, 1997a). These
core problems characterize critical constellations in
people-environment interactions that can be the
source of global environmental risks. As they have
global relevance per definitionem, it should be possi-
ble to derive from them a globally relevant probabil-
ity of hazard. The global filter thus first screens the
relation of risks to the core problems of global
change. Here it is asked whether an environmental
risk is caused directly or is amplified significantly by
the core problems. In addition to an effect upon the
incidence of hazardous constellations, an increase in
vulnerability plays a particularly important role here
(Section E 2). It can be equated in this context with
the damage potential.

Climate change, soil degradation, the loss of biodi-
versity, scarcity of freshwater resources, overex-
ploitation of the oceans, increasing incidence of (hu-
man-induced) natural disasters, population growth,
increasing mass migration (environmental refugees),
urbanization dynamics, threats to global food securi-
ty and to human health and the growing wealth gra-
dient between industrialized and developing coun-
tries are the prime negative manifestations of global
change (Box C 2.4-1).They are modifying worldwide
the vulnerability to consequences of disaster and
thus also the evaluation of environmental risks with
regard to their global relevance.

A further consequence of this nexus is that ade-
quate environmental management of those global
environmental risks that are connected, in the man-
ner set out above, to the core problems of global
change requires supranational cooperation (Section
F).

Core problems of global change thus have two
central attributes: they are transnational in character
and can only be resolved through supranational ef-
forts. Environmental risks directly connected to the
core problems of global change will therefore always
have global relevance.

The global filter must further take into considera-
tion types of risk that have no direct connection to
the core problems of global change. This is the case,
for instance, for certain genetic engineering applica-
tions which, while having no such connection, do
have the potential to pose a global risk.The global fil-
ter therefore needs to be extended to include further
screening criteria that refer, inter alia, to the threat or

management potential associated with a risk. Pro-
ceeding from the above considerations, three ques-
tions are formulated as filter criteria.

Criteria of the global filter
1. Is there a connection between the risk and the

core problems of global change?
2. Does the potential threat presented by the risk

have global or at least international relevance?
3. Is management at the global level required to

master the risk?

C 2.4.3
Environmental filter

The purpose of the environmental filter is to ensure
that only such risks are included in the analysis
whose pathway can be expected to include significant
environmental damage. This filter screens out all
risks that do not relate to a people-environment or
environment-environment interaction. In accor-
dance with the mandate of the Council, people-peo-
ple interactions such as ethnic conflicts (although in-
dubitably of global relevance) are excluded from ex-
amination.

Here we must also consider complex interrela-
tions among various sorts of damage. Damage, be it
isolated or widespread, can trigger a chain of further
damage that may well develop a considerably wider
scope of effects than the initial damage.The environ-
mental filter must assess these consequential effects
and integrate them in the evaluation.

The simplest constellations may be termed ‘two-
link chains’. These include:
• Environment-environment interactions.

El Niño leads to the flooding of valuable natural
areas.

• Environment-people interactions.
Earthquakes lead to considerable material dam-
age.

• People-environment interactions.
Sulfur and nitrogen oxide emissions lead to glob-
ally relevant forest damage.

The following ‘three-link chains’ are also still rela-
tively distinct:
• Environment-environment-people interactions:

El Niño leads to flooding, this then hampering the
supply of the population.

• Environment-people-environment interactions:
Earthquakes lead to the destruction of human set-
tlements, resettlement then appropriates natural
areas.

• People-environment-environment interactions:
Dams cause changes in river flow regimes, this
leading to the loss of mangrove forests in distant
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coastal regions.
• People-environment-people interactions.

Inappropriate feeding practices lead to BSE in
cattle, the consumption of beef then damages hu-
man health.

As the syndromes of global change identified by the
Council illustrate, complex people-environment in-
teractions can have far more than three links in the

chain (WBGU, 1995a, 1998a). The chain can close in
on itself. This creates feedback loops (‘vicious cir-
cles’) of global change. If the chain does not close, or
if there are indications of several sub-chains for a
risk, then the question arises of the still tolerable
number of secondary risks. In some cases the number
of links in the chain can be ascertained exactly, in oth-
er spheres of risk there is inadequate knowledge to

Box C 2.4-1

Core Problems of Global Change

Ecosphere
• Climate change. By enriching the atmosphere with long-

lived greenhouse gases, humankind is inducing a signifi-
cant level of climate change that can already be distin-
guished from natural climate variability ‘noise’. There is
growing anxiety that anthropogenic global warming is
having feedbacks on oceanic circulation and the dynam-
ics of the polar ice caps. Extensive uncertainty still pre-
vails as to the precise impacts that the predicted shift of
the climate belts (and thus vegetation cover and cultiva-
tion zones), rising sea level and increasingly frequent
weather extremes will have on human societies and na-
ture, both regional and globally.

• Soil degradation. In many countries today the soils of the
Earth display degradation ranging from medium to ex-
treme severity, and the situation is worsening from year
to year. Such degradation is caused by rapid growth of
the world population and its economic activities, result-
ing in overexploitation and transformation of plant cov-
er, compaction and surface sealing of soils, as well as con-
tamination by organic and inorganic compounds. Severe
soil degradation means destruction of humanity’s life-
support systems and can therefore trigger famine, migra-
tion and military conflicts.

• Loss of biodiversity. Land-use changes spanning large
areas of the globe (such as clearing of forests, conversion
of pasture land to cultivated land, etc.) bring about a re-
duction in the reservoir of potentially useful species and
the natural products they provide, an impairment of the
regulatory function of ecosystems and a decline in cultu-
rally and esthetically valuable biotopes. Loss of plant va-
rieties and domestic animal breeds leads to greater sus-
ceptibility to pests and diseases, thus endangering the
very food sources on which humanity is vitally depen-
dent.

• Scarcity and pollution of freshwater resources. Freshwa-
ter resources are being overexploited on a local and re-
gional scale through irrigation farming, industrialization
and urban growth. Many parts of the world face mount-
ing scarcity and pollution of water supplies. The conse-
quence is a rise in economic, social and political conflicts
over declining water resources, which in turn may have
global impacts.

• Overexploitation and pollution of the world ocean. The
oceans perform important ecological (especially climat-
ic) functions, are a major source of food and act as a sink
for anthropogenic wastes. Coastal regions and marginal
seas, in particular, are further polluted with contami-
nants through immissions and direct discharges via riv-
ers. Global impacts ensue, beyond the threats to fishing
regions, due to the importance of fisheries for global
food security.

• Increasing incidence of human-induced natural disasters.
There are many indications that natural disasters are in-
creasing in frequency as a result of human interference
with natural systems. Forest clearing in the Himalayas,
for example, gives rise to floods in foothill regions, thus
posing an existential threat to the population there.
Among other things, this induces migration pressure (en-
vironmental refugees) and the concomitant impacts on
large sections of the international community.

Anthroposphere
• Population growth and distribution. The world popula-

tion continues to grow, primarily in the developing and
newly industrializing countries. One of the root causes is
inadequate education, which is bound up with high birth
rates, weak social security systems and social marginal-
ization of large parts of the population in these countries.
Other trends are rural-urban migration and intra- and
international migration flows. The latter produce rapid
urban growth, particularly in coastal regions; the urban
infrastructure (energy, water, transport, social services,
etc.) of many cities is unable to keep pace with this
growth. The environmental degradation and poverty
which then result, and the potential for social unrest this
entails, are having global impacts.

• Environmental threats to global food security. Large sec-
tions of humanity suffer from malnutrition and under-
nourishment. Feeding these people is rendered increas-
ingly difficult by soil degradation, water scarcity and
population growth.This trend is frequently reinforced by
misdirected economic and development policies.

• Environmental threats to health. Factors such as popula-
tion growth, famine, war, contamination of drinking wa-
ter and inadequate waste water treatment lead to an in-
creasing incidence of infectious diseases and epidemics
in many countries of the world.As global mobility grows,
so, too, does the risk of rapidly spreading epidemics. In
industrialized countries, air pollution causes increased
incidence and severity of certain illnesses among the
population.

• Global disparities in development. The structural imbal-
ances between industrialized and developing countries
have not declined in recent decades – on the contrary.
The driving forces behind this development are
economic, technical and social changes, above all the glo-
balization of the world economy and the intensifying
international division of labor. This process has helped
some countries to achieve the desired economic devel-
opment, though often at the expense of the natural envi-
ronment. Nevertheless, most developing countries (par-
ticularly in Africa) have remained very poor, and it is
there that the loss of social security and related migra-
tion processes are creating enormous problems.This ‘de-
velopment dilemma’ is characteristic of global change
and represents a growing risk.
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identify all secondary risks. Section E discusses in
depth the systemic interrelations among chains of
damage.

The Council derives the following criterion for the
environmental filter: the chain of effects of a risk
must include at least an environment-environment,
people-environment or environment-people interac-
tion (within its complex chain).



C 3 Risk characterization

C 3.1
Certainty of assessment

Risks are classically defined by two factors: the prob-
ability and the magnitude of damage (Hauptmanns
et al., 1987). The assessment of these two factors de-
pends upon the quantity and quality of respective
data permitting a valid prediction of relative fre-
quencies.This is where the concept of ‘certainty of as-
sessment’ comes into play. Ideally, certainty of assess-
ment can be expressed by statistical ranges of the
probability and magnitude of damage.

By the term ‘certainty of assessment’, the Council
understands the degree of reliability with which a
statement can be made as to the probability of dam-
aging events. Risk analyses normally place the two
variables ‘magnitude of damage’ (e.g. 1–10,000 per-
sons injured) and ‘probability of occurrence’ of each
specific magnitude (from extremely low probabilities
to almost one for an almost certain event) in relation
to each other. We thereby receive a function from
which we can read the probability of each magnitude
of damage. However, there is usually a lack of clear
and unambiguous information on the probabilities
associated with specific magnitudes. If only limited
data is available from observation of past events,
then the tools of inductive statistics can be used to
state a range of values within which – for instance
with a 95% or 99% second order probability – the
true value of the probability associated with a certain
magnitude of damage must lie.

Often not even samples or observed data are
available. In these situations, expert judgments must
be used additionally as substitutes for empirical data
records based on historical observation. Here two av-
enues can be pursued. The first method is to ask a
large number of experts to estimate the range, and
then to aggregate to one interval the various ranges
stated by the individual experts. The second is to ask
the experts to deliver a discrete estimate that is as
precise as possible, and then, after statistical process-
ing, to take the dispersion among the experts as the
range. In both cases we receive a probability-magni-

tude function showing for each manifestation of
damage a mean value (the point on the curve) and a
range (error bar). It may also be purposeful to take as
reference the probability and to organize the range
around the magnitude of damage. The question then
becomes: what is the range of magnitude associated
with an x% probability of occurrence? The findings
of the analysis of ranges can be visualized by super-
imposing the error bars (of either probability or mag-
nitude of damage) over the probability-magnitude
function. Fig. C 3.1-1 shows an ideal-type curve of
such a function.

The smaller the error bar, the higher the certainty
of assessment. In order to further standardize this cri-
terion, it has become common practice to state cer-
tainty of assessment as a numerical value ranging be-
tween 1 (high certainty or no error bar) and 0 (low
certainty or error bar from 0 to almost infinity). If the
value is close to 1, it can be stated with certainty that
a damaging event with a probability of x is to be ex-
pected. This value x is itself of course a limit value of
frequency distribution (and thus not a forecast of a
specific event), but all experts agree that it accurate-
ly reflects the real-world situation. If the value is
close to 0, all experts are evidently in disagreement
with each other or the observed data are so dispersed
that, while it is possible to form a mean value, the dis-
persion around this mean is substantial. If values ap-
proach 0, the boundary to indeterminacy or igno-
rance is crossed, as the data or estimates then evi-
dently vary so greatly that one cannot speak of any
reliable assessment.

The concept of ‘certainty of assessment’ can be il-
lustrated by the example of a lottery with black and
white balls. If certainty of assessment is 1 (high cer-
tainty), then one knows exactly the number of black
and white balls.The probability with which a black or
a white ball will be drawn can therefore be stated ex-
actly. If certainty of assessment is low (large error
bar), then the number of black and white balls (or
their ratio in the urn) is unknown. It must be deduced
indirectly from a number of draws or from the esti-
mates of a number of experts who have been able to
glance into the urn. Using classic statistics (in the case
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of a number of draws) or Bayesian statistics (in the
case of expert judgments), an approximation of the
ratio of black to white balls can be formulated, for
which in turn a (second order) probability can be
stated. It is then possible to predict for a long series
of draws, with a probability of, for instance, 95% the
maximum number of white balls without knowing
the precise expected value for drawing a white ball.

When considering global risks, the certainty of as-
sessment is crucial. For even if the statistical mean for
global damage is relatively low, the error bar can be
large, i.e. there can still be great uncertainty as to
whether the probability of global damage is not con-
siderably larger or smaller than the mean value sug-
gests. Two events with the same mean value in the
probability-magnitude function must therefore be
viewed very differently depending upon the certain-
ty of assessment. If it is high (close to 1), then limit
values and technical standards will usually suffice to
place the risk in the normal area. If, however, it is low
(close to 0), then precautionary measures need to be
taken in order to be reasonably prepared for the
event that the upper margin of the error bar proves
to have been realistic.

It can be assumed that the certainty of assessment
is relatively high if large quantities of data with low
levels of variance are available, if there have been
long observation periods with short intervals be-
tween causes and effects and with a high constancy
and if possible intervening variables are robust. In
these cases the Council speaks of low uncertainty al-
though singular events can still not be predicted.
Gaps in knowledge concerning the probability and
magnitude of damage associated with uncertain
events are a result of either information deficits

(which can essentially be remedied), a lack of experi-
ential knowledge (due to singular events or extreme-
ly long cycles), difficulties in understanding the sys-
tematic causal chain (because of an impenetrable
maze of intervening variables) or inadequate signifi-
cance of the damage against the background noise of
chance events. For indeterminate risks only the prob-
ability of occurrence or the extent of damage is un-
known, but for ignorance both components are un-
known. Such risks need to be tackled by means of an-
ticipatory strategies of risk avoidance and social sys-
tem strengthening (Collingridge, 1996). These two
types of risk are discussed in detail in Section G. A
low certainty of assessment is indicative of an inade-
quate data base or of events having a large compo-
nent of chance.

It is expedient to distinguish between indetermi-
nacy (probability or extent unknown) and ignorance
(both components unknown). For instance, insurance
companies can cope quite well with risks that have a
low certainty of assessment on the probability side, as
long as the certainty of assessment is high on the
damage magnitude side (Kleindorfer and Kun-
reuther, 1987). If, however, the magnitude is also
highly uncertain, it is almost impossible for insurance
companies to assess a loss-covering premium. In such
cases, private or public liability funds may step in
(Section F 3).

The Council therefore notes that the choice of risk
management tools depends not only upon the proba-
bility and magnitude of damage, but also upon the
certainty of assessment of each of these components.
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Dose-response function with
error corridors.
Source: WBGU
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C 3.2
Further differentiation of evaluation criteria

In addition to the two classic components of risk –
probability and magnitude – further evaluation ele-
ments should be included in risk characterization
(Kates and Kasperson, 1983; California Environmen-
tal Protection Agency, 1994; Haller, 1990). These
evaluation elements can be derived from risk per-
ception research. They have already been proposed
as criteria for risk evaluation procedures in a number
of countries (such as Denmark, the Netherlands and
Switzerland). The following are particularly impor-
tant:
• Ubiquity. Spatial distribution of damage or of

damage potential (intragenerational equity)
• Persistency. Temporal scope of damage or damage

potential (intergenerational equity)
• Irreversibility. Non-restorability of the state that

prevailed prior to occurrence of damage. In the
environmental context, this is primarily a matter
of the restorability of processes of dynamic change
(such as reforestation or water treatment), not of
the individual restoration of an original state (such
as preserving an individual tree or extirpating
non-native plant and animal species).

• Delay effect. The possibility that there is large la-
tency between the cause and its consequential
damage. Latency can be of physical (low reaction
speed), chemical or biological nature (such as in
many forms of cancer or mutagenic changes). It
can also result from a long chain of variables (such
as cessation of the Gulf Stream due to climatic
changes).

• Mobilization potential (refusal of acceptance).The
violation of individual, social or cultural interests
and values that leads to a corresponding reaction
on the part of those affected. Such reactions can
include open protest, the withdrawal of trust in de-
cision makers, covert acts of sabotage or other
forms of resistance. Psychosomatic consequences
can also be included in this category.

The criteria that have been identified by perceptual
research are fully or sufficiently covered by the crite-
ria chosen here. A review of the relevant studies of
risk perception shows that most people connect to
risks questions of (individual and institutional) con-
trollability, voluntariness, habituation to the source
of risk and an equitable risk-benefit distribution
(Jungermann and Slovic, 1993b). The evaluation of
controllability is covered in its physical aspect by the
criteria of ubiquity and persistency, and in its social
aspect by the criterion of mobilization. From a col-
lective perspective, the criterion of voluntariness can
scarcely be used as an evaluation criterion for soci-

etal risks because the risks which interest us here are
those which affect many at the same time and have
asymmetrical distribution patterns. The protest po-
tential associated with imposed risks is contained in
the criterion of mobilization. Habituation to a source
of risk is not in itself a normatively purposeful evalu-
ation criterion, as it is possible to become accus-
tomed to large and possibly unacceptable risks (e.g.
road accidents).

The desire to evaluate accustomed risks more pos-
itively than novel ones is however an expression of
justified concern that the degree of uncertainty of a
risk can not yet be estimated with sufficient accuracy
and one should therefore proceed with caution. This
aspect is covered in our catalog of criteria by ‘cer-
tainty of assessment’.

Criteria relating to distributional equity are har-
der to address, as there is a lack of intersubjectively
valid measures of equity and inequity. The question
of whether the usufructuaries of an activity and the
people who are affected by a risk are identical is un-
problematic to answer.

If they are identical, an individual regulation of
risk appears expedient as already set out above. If
not, then collective regulation mechanisms need to
be employed. These can be commitments under lia-
bility law (and thus renewed individualization),
rights of risk-bearers to participate in decisions, or li-
censing regulations. However, to what extent asym-
metries are felt to be inequitable and monetary or
non-material compensation is viewed to be adequate
depends upon the values prevailing in the cultural
system concerned.

Usually it is necessary to examine effects on a
case-by-case basis in order to substantiate intersub-
jectively a violation of the equity postulate. Ubiquity
and persistency provide an indication of the possibil-
ity of an inequitable distribution of burdens. A risk
with global effects generally affects intragenerational
equity, while a persistent damage potential affects fu-
ture generations.Where extreme values are found for
these two indicators, there are grounds to suspect an
inequitable distribution. But only the analysis of the
specific case can definitely reveal whether certain eq-
uity postulates are met or violated.

The analytical and philosophical literature on
risks also contains proposals for multi-dimensional
evaluation (Hohenemser et al., 1983; Akademie der
Wissenschaften zu Berlin, 1992; Shrader-Frechette,
1985; Gethmann 1993; Femers and Jungermann,
1991). These proposals partially suggest similar and
partially slightly divergent evaluation criteria. Multi-
dimensional evaluation procedures have until now
been included explicitly in the national legislation of
Denmark and the Netherlands. In other countries,
above all the USA, advisory bodies conduct such
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multi-criteria evaluations as a part of the standard-
setting process (Hattis and Minkowitz, 1997; Beroggi
et al., 1997; Petringa, 1997; Löfstedt, 1997).The Coun-
cil recommends such an approach for Germany, too,
particularly where global risks are concerned.

The criteria recommended by the Council are
summarized in Table C 3.2-1. This table serves in the
further course of this report as a basis for character-
izing the various individual risks and for formulating
risk priorities. The criteria are further used to con-
struct classes of risk (Section C 4).

C 3.3
Risk evaluation in the context of the Council’s
guard rail concept

What role do these criteria play in risk evaluation? In
its previous reports the Council has developed a
‘guard rail concept’ (WBGU, 1996). This concept de-
rives from the idea that certain prospects of damage
entail such far-reaching losses of substance that they
cannot be justified by the associated gains.When cer-
tain levels of damage are overstepped, then so many
or such severe negative consequential effects are to
be expected that even large former gains cannot
compensate for these effects. The Council has taken
this phenomenon into account by defining ecological
and social ‘guard rails’. Certain ecological functions
must not be endangered and certain economic and
social attainments must not be jeopardized in order
to achieve short-term economic gain or to enforce
certain environmental protection measures.

To evaluate risks, this guard rail concept needs to
be extended.As damage can only occur with a certain
probability, an unambiguous guard rail can no longer
be defined. Apart from cases in which major damage
can occur with sufficiently large probability, it is
hardly possible to define a clear-cut guard rail that
might permit a definite ban or abstention, thus re-
lieving us of the necessity to balance costs and bene-

fits. Instead, the Council proposes a ‘guard rail corri-
dor’. This serves to signify that particular care is re-
quired in controlling and regulating a particular risk.
The concept indicates the necessity of institutional
regulations in order to arrive at an adequate evalua-
tion and regulation. Risks that fall in the guard rail
corridor are located in the transitional area set out
above, or may be in the prohibited area.

The eight evaluation criteria can now be used to
differentiate more clearly between the normal and
transitional areas, and to assign risks in an under-
standable manner to the one or other area. Risks
reach the transitional area, i.e. the guard rail corridor,
if the individual criteria of risk characterization have
extreme values. If several extreme values are found
for one and the same source of risk, then this risk will
generally be in the prohibited area.

For instance, the probability of occurrence can ap-
proach 1, or the extent of damage can tend towards
infinity. A guard rail corridor is also entered if the
certainty of assessment is infinitely small or if the
consequences are irreversible, non-compensable and
simultaneously highly persistent and ubiquitous,
even if one knows little yet about the magnitude of
possible damage. The next section constructs proto-
typical classes of risks that reach one or several ex-
treme values.

Criterion Bandbreadth

Probability of occurrence P 0 to approaching 1

Certainty of assessment of P Low or high certainty of assessment
of the probability of occurrence

Extent of damage E 0 to approaching infinity

Certainty of assessment of E Low or high certainty of assessment
of the extent of damage

Ubiquity Local to global

Persistency Short to very long removal period

Irreversibility Damage not reversible to damage reversible

Delay effect Short to very long time lag between triggering
event and damage

Mobilization potential No political relevance to high political relevance

Table C 3.2-1
Bandbreadths of criteria.
Source: WBGU



C 4 Constructing a typology of risk

Purely theoretically speaking, a completely unman-
ageable number of risk classes could be constructed
out of the eight criteria. If only the two alternatives of
the ‘normal’ and ‘transitional’ case are distinguished,
eight variables lead to 28 combinations. Such a diver-
sity of cases would run counter to the purpose of clas-
sification, namely to present a clear-cut matrix of risk
classes. In reality, however, some of the criteria are
closely coupled to each other, while other combina-
tions, although theoretically conceivable, have little
or no empirical grounding. Moreover, to apply the
‘guard rail corridor’ concept developed by the Coun-
cil it suffices if the transitional case is reached for one
criterion alone, regardless of whether the other crite-
ria additionally fall into the extreme range. An allo-
cation procedure was therefore applied under which
individual risks were assigned to that class where
they reach or overstep to a particularly striking de-
gree one of the possible extreme values. As the first
and third criteria each have two sub-categories, ten
theoretically conceivable cases result in which the
transitional range can be reached or crossed. These
cases are listed in Table C 4-1.

The first case is not relevant to global risks, as a
damaging event with a probability approaching 1 is
either locally contained or, on the other hand, would
certainly cross one of the guard rails established by
the Council in previous reports (as it is certain that
the consequences would occur). Major damage po-
tentials with a probability that approaches 1 will

scarcely be acceptable. Such risks are very rare. It is
precisely a characteristic of most anthropogenic risks
that the extent of damage correlates negatively with
the probability of occurrence. Usually, the larger the
damage the lower the probability. Case 1 can there-
fore be dismissed from further analysis unless it is as-
sociated with a major delay effect, in which event
case 9 applies. Case 2 can similarly be dismissed from
the analysis.A probability of occurrence approaching
0 gives no cause for concern as long as the associated
magnitude of potential damage is not considerable.
The special case of a small probability associated
with a very large magnitude of potential damage is
already covered by case 3. All other cases are requi-
site to characterize global risks.

The case 6 in Table C 4-1 refers to globality of ef-
fects. This case need not be further highlighted here,
as the Council anyway only considers risks that have
global effects or require global action (Section C 2.4-
2). It may further be noted that ubiquity correlates
closely with persistency (for chemicals, ubiquity is a
function of persistency and mobility).

In the following, the classes of risk resulting from
cases 3 to 10 are described using ideal type tables.
These ideal type tables list, for each class, the relevant
criteria and their properties. Each table includes
probability of occurrence, extent of damage and the
confidence intervals for these two criteria. Where
requisite to characterize the risk class, one or several
other criteria are included in the table. The confi-

Table C 4-1
Extreme cases of the
evaluation criteria selected.
Source: WBGU

Criterion Extreme property Case

Probability of occurrence P High (approaching 1) 1
Low (approaching 0) 2

Extent of damage E Approaching infinity 3

Certainty of assessment Of probability P: low 4
Of extent E: low 5

Ubiquity Global effect 6

Persistency Very long removal period 7

Irreversibility Damage not reversible 8

Delay effect Very long time lag 9

Mobilization potential High psychological and political relevance 10
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dence intervals of probability of occurrence and ex-
tent of damage express the certainty of assessment in
each instance.

C 4.1
Damocles

The third case in Table C 4-1 is of great relevance,
both theoretically and empirically. Many sources of
technological risk have a very high catastrophic po-
tential, although the probability that this potential
manifests itself as damage is extremely low. Nuclear
power plants, large chemical facilities, dams and me-
teorite impacts are typical examples. This is why the
Council has chosen this case as one of the classes of

risk to be studied. A prime characteristic of this class
of risk is its combination of low probability with high
magnitude of damage. Theoretically the damage can
occur at any time, but due to the safety measures im-
plemented this is scarcely to be expected.

We call this type ‘Damocles’ (Renn, 1990). In
Greek myth, Damocles was once invited by his king
to a banquet. However, he was obliged to take his
meal under a razor-sharp sword hanging on a fine
thread. For Damocles, opportunity and danger were
closely linked, and the ‘Sword of Damocles’ has be-
come a byword for a happy situation overshadowed
by danger. The damage potential of the risk taken by
Damocles was the highest possible, namely the loss of
his life. On the other hand, the probability of occur-
rence was extremely low, for according to the myth

Box C 4-1

Terms used in the ideal type risk class tables

The tables contain information in five dimensions:
1) The two classic risk factors, probability of occurrence P

and extent of damage E.
2) The certainty of assessment of these two factors. High

certainty of assessment means that the statement of a
specific probability that a particular damaging event oc-
curs (or a certain magnitude of damage materializes) or
the statement of a specific magnitude of damage for a
particular probability can be made with great reliability.
A low certainty of assessment means that statements of
the probability of a particular event or, conversely, state-
ments of magnitude for a particular probability are sub-
ject to considerable variance. If certainty of assessment
is high, the error bars around a value on the magnitude-
probability function are very small, if certainty of as-
sessment is low the bars are very large.

3) The quality of uncertainty attaching to the various crite-
ria. Uncertainty prevails if there is a lack of knowledge
about either the probability (indeterminacy) or the po-
tential magnitude (obliviousness) of damage. However,
there must be at least reason to assume that damage is
to be expected. Under uncertainty, the certainty of as-
sessment is by definition extremely low (approaching 0).
Uncertainty is indicated in the tables separately for each
criterion.

4) The risk criteria of ubiquity, persistency, irreversibility,
delay effect and mobilization potential.All of these crite-
ria are treated separately in the tables.

5) The range of the sources of risk within a type of risk.
Most of the tables for specific risk potentials in Section
D are constructed for a type of risk (such as floods) or
for a risk in a particular social context (such as BSE in
England or Germany). The individual sources of risk
within a type can have different properties for the vari-
ous criteria. This range of sources within a type is indi-
cated by grey to black shading in the horizontal bars of
the tables. The lighter the shade, the less sources of risk
are situated at this point in the continuum. Dark shading
indicates the median of the risks within a type.

The properties of the criteria range from ‘low’ to ‘high’.The
various meanings of ‘low’ and ‘high’ are briefly explained in
the following:
• Unknown

Unknown means that available knowledge does not per-
mit any specific rating in the spectrum from low to high,
nor a meaningful statement of confidence intervals (e.g.
lies with a probability of 90% between x and y).

• Probability of occurrence P
‘Low’ means ‘highly improbable’ (approaching 0).
‘Tends to be low’ means ‘improbable’.
‘Tends to be high’ means ‘probable’.
‘High’ means ‘highly probable’ (approaching 1).

• Extent of damage E
Self-explanatory

• Certainty of assessment of P or E
‘Low’ means ‘poor’ certainty of assessment.
‘Tends to be low’ means ‘still relatively poor’ certainty of
assessment.
‘Tends to be high’ means ‘relatively good’ certainty of
assessment.
‘High’ means ‘good’ certainty of assessment.

• Ubiquity
‘Low’ means ‘local’.
‘Tends to be low’ means ‘regional’.
‘Tends to be high’ means ‘transboundary’.
‘High’ means ‘global’.

• Persistency
‘Low’ means ‘short-term’ (<1 year).
‘Tends to be low’ means ‘medium-term’ (1–15 years).
‘Tends to be high’ means ‘long-term’ (15–30 years).
‘High’ means ‘several generations’ (>30 years).

• Irreversibility
‘Low’ means ‘restorable’.
‘Tends to be low’ means ‘largely restorable’.
‘Tends to be high’ means ‘only partially restorable’.
‘High’ means ‘irretrievable’.

• Delay effect
self-explanatory

• Mobilization potential
‘Low’ means ‘politically not relevant’.
‘Tends to be low’ means ‘tends not to be politically rele-
vant’.
‘Tends to be high’ means ‘tends to be politically rele-
vant’.
‘High’ means ‘politically highly relevant’.
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the thread did not break. Modern society feels about
many large-scale technologies as Damocles felt
about the sword that could have fallen on him at any
time while he was eating (although the thread was
evidently so stable that this event never occurred).
Accordingly, a major mobilization effect upon the
population is associated with this class of risk.

The consequences of damage are generally direct,
but also, in the case of contaminant emissions, may
not become injurious until some future time. By con-
trast, both the probabilities and magnitudes of dam-
age are sufficiently well known. Of course here, as in
the other classes, uncertainties and possible unpre-
dictable events remain. However, compared with
other risks, the possibilities of damage occurring have
largely been researched by scientific methods and
their causal structures are understood (Table C 4.1-
1).

C 4.2
Cyclops

The fourth case in Table C 4-1 refers to a constella-
tion in which there is high indeterminacy in the as-
sessment of the probability of occurrence, while the
maximum damage is largely known. A number of
natural events such as volcanic eruptions and floods

belong in this category, as does the outbreak of pan-
demics wherever there is no information on their
probability of occurrence or the information is con-
tradictory. There is often too little knowledge about
causal parameters, or too little observation time in
which to identify cyclic regularities. This class of risk
also includes such events or developments in which
humankind modifies, through intervention in the
ecosphere, the relative frequencies with which un-
predictable natural processes occur, whereas the ef-
fects of these processes are largely known and their
magnitude can be assessed. Changes in ocean circu-
lation brought about by human-induced climate
change are a typical example. Similarly, a number of
chemical or biological risks, where the maximum ex-
tent of damage is known but the dose-response rela-
tion is still unclear or controversial, can be grouped in
this class. We call this type of risk ‘Cyclops’. Ancient
Greek mythology tells of mighty giants who, for all
their strength, were disabled by having only one sin-
gle, round eye, which was why they were called
‘round eyes’ or Cyclopes.With only one eye, only one
side of reality can be perceived and perspective is
lost. When viewing risk, only one side can be ascer-
tained while the other remains uncertain. Here it is
often the case that risks are greatly underestimated
whose magnitude can be grasped but whose proba-
bility of occurrence is uncertain or continuously

Table C 4.2-1
Ideal type table for the Cyclops risk class. Terms are explained in Box C 4-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Table C 4.1-1
Ideal type table for the Damocles risk class. Terms are explained in Box C 4-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E
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changes. The greater the time lag the more likely this
is to happen. The mobilization potential is low. Con-
sequences can be considerable if ubiquity and persis-
tency are high and the expected damage is irre-
versible (Table C 4.2-1).

C 4.3
Pythia

The fifth case in Table C 4-1 refers to a risk for which
the potential magnitude of damage is unknown and
the probability of occurrence also can not be ascer-
tained with any accuracy. To that extent, we must as-
sume for risks of this type that there is great uncer-
tainty with regard to possible adverse effects and also
with regard to the probability of ascertainable dam-
age. We call this type of risk ‘Pythia’. When in doubt,
the ancient Greeks consulted one of their oracles,
among which the most famous was the Delphic Ora-
cle with its blind seeress Pythia. Pythia intoxicated
herself with gases, in order to make predictions and
give advice for the future in a state of trance. Howev-
er, Pythia’s prophecies were ambiguous. They re-
vealed that a major danger might be impending, but
not how high its probability or severity might be, nor
the distribution or type of harm.

This class includes risks associated with the possi-
bility of sudden non-linear climatic changes, such as
the risk of self-reinforcing global warming or of the
instability of the West Antarctic ice sheet, with far
more disastrous consequences than those of gradual
climate change. It further includes far-reaching tech-
nological innovations in certain applications of ge-
netic engineering, for which neither the precise level
of risk nor the probability of certain damaging events
occurring can be estimated at the present point in
time. Finally, the Pythia class includes chemical or bi-
ological substances for which certain effects are sus-
pected, but neither their magnitude nor their proba-
bility can be ascertained with any accuracy. The BSE
risk is the best example of this (Table C 4.3-1).

C 4.4
Pandora

A number of human interventions in the environ-
ment cause wide-ranging and persistent damage.
These two criteria are exemplified by persistent or-
ganic pollutants (POPs) or by biosystem changes that
remain stable over long periods. In a study prepared
on behalf of the Council, the two criteria have been
aggregated under the heading of ‘scope’ and ex-
pressed in quantitative terms (Müller-Herold, 1998).

Here particular attention needs to be given to
risks characterized simultaneously by high ubiquity,
persistency and irreversibility (cases 6, 7 and 8 in
Table C 4-1). The presence of these criteria is also an
indication that it will be scarcely possible to compen-
sate for damage. There are some risks that are only
persistent but by no means irreversible (for instance,
with a high energy input it would be possible to trans-
form radioactive waste into isotopes with short half-
lives), but most of the risks grouped in this class are
characterized by high levels of both persistency and
irreversibility. It is not so important whether the con-
sequences arise after a time lag or not. The Council
has named these risks after Pandora. The ancient
Greeks explained many ills of their times with the
myth of ‘Pandora’s Box’, a box that, although
brought down to the Earth by the beautiful Pandora,
created by Zeus, only contained evils. As long as the
evils remained in the box, no damage was to be
feared. If, however, the box was opened, all of the
evils contained in it were released to plague the
Earth irreversibly, persistently and ubiquitously.
Once released, the evils pose a persistent hazard to
humankind. The consequences of these risks are of-
ten still unknown or there are at best presumptions
as to their possible adverse effects. The magnitude of
damage does not approach the infinite, but is large
enough to justify countering it with risk policies. This
risk type is exemplified by persistent plant protectant
residues and xenobiotics. It further includes many
culturally conditioned risks insofar as they are taken

Table C 4.3-1
Ideal type table for the Pythia risk class. Terms are explained in Box C 4-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E
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universally, such as putting all hopes upon a small
number of cereal crop varieties, pursuing globally
uniform dietary habits and lifestyles, among others
(Table C 4.4-1).

C 4.5
Cassandra

Case 9 in Table C 4-1 refers to a risk characterized by
a relatively lengthy delay between the triggering
event and the occurrence of damage.This case is nat-
urally only of interest if both the probability and
magnitude of damage are relatively high. If the time
interval were shorter, the regulatory authorities
would certainly intervene (the risk being in the pro-
hibited range). The distance in time between trigger
and consequence creates the fallacious impression of
safety. Above all, the belief that a remedy will be
found before the actual damage occurs can be taken
as an excuse for inactivity. We can find examples in
both the medical and the geophysical or climate are-
nas. A typical example is gradual human-induced cli-

mate change, which can trigger severe damage in vul-
nerable regions such as coastal and mountain areas.
The Council has called this class of risk ‘Cassandra’,
because those who warn of such risks are rarely giv-
en credence. Many types of damage occur with high
probability, but in such a remote future that for the
time being no one is willing to acknowledge the
threat. This was the problem of Cassandra, a seeress
of the Trojans, who correctly predicted the danger of
a Greek victory but was not taken seriously by her
countrymen.The Cassandra class of risk thus harbors
a paradox: both the probability of occurrence and the
damage potential are known, but because the dam-
age will not occur for a long period of time, there is
little concern in the present. Cassandra-type risks of-
ten also display relatively high levels of ubiquity and
persistency. They also entail allotting an inequitable
share of the risk to future generations, thus violating
the principle of sustainability (Table C 4.5-1).

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Delay effect

Table C 4.5-1
Ideal type table for the Cassandra risk class. Terms are explained in Box C 4-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Table C 4.4-1
Ideal type table for the Pandora risk class. Terms are explained in Box C 4-1.
Source: WBGU
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C 4.6
Medusa

Case 10 in Table C 4-1 refers to the potential for pub-
lic mobilization.This criterion expresses the extent of
individual aversion to risk and the political protest
potential fueled by this aversion, both of which are
triggered among the lay public when certain risks are
taken. This type of risk is only of interest if there is a
particularly large gap between lay risk perceptions
and expert risk analysis findings. If the two assess-
ments are congruent, then political and scientific pri-
orities are set in parallel. If risks considered high by
experts are rather underestimated by the lay public
(as is the case for leisure-time accidents or for indul-
gence in substances such as tobacco or alcohol), then
risk policies are necessary that call attention to these
hazards by means of suitable communication and ed-
ucational measures. This case, however, is already
covered elsewhere in our typology, as risks consid-
ered particularly hazardous by experts will definitely
meet one of the other criteria. It needs to be noted,
though, that experts can also tend to rate both Pan-
dora-type and Pythia-type risks as being lower than
objective analysis would suggest. Studies have indi-
cated that experts frequently overestimate the cer-
tainty of their statements and are not willing to admit
gaps in their knowledge or to include uncertainties in
their judgment. Insofar, the typological classification
presented here may also serve as a checklist for both
expert and lay risk evaluators, helping them to iden-
tify and evaluate risks in a manner commensurate
with the actual threat posed.The above constellation
– expert underestimation vis-à-vis correct lay intu-
ition – is similarly covered elsewhere in our typology.

The reverse constellation, however, is not explicit-
ly covered by any of the other cases in our typology.
Many risks which, by all other criteria, have moder-
ate-to-low values are often perceived by the lay pub-
lic as being particularly threatening. This leads for
one thing to psychosomatic reactions and thus to a

real manifestation of harm, and for another thing to
substantial pressure upon policy makers to focus re-
sources on limiting these risks. The scientific litera-
ture often calls risks that are evaluated by the public
as high ‘phantom risks’.This phrase only partially de-
scribes the phenomenon. Most risks perceived as
threatening involve situations where a large number
of people are exposed and adverse effects are in prin-
ciple possible but not statistically verifiable. If, more-
over, no clear threshold values derived from toxico-
logical experiments are available, as is indeed the
rule for genotoxic substances, then a wide array of
competing models that extrapolate large to small
doses can be theoretically justified without it being
possible to subject these models to unambiguous em-
pirical review and verification. Where there is so
much room for uncertainty, dread thrives, as un-
equivocal reference points are absent and the lay
public is largely dependent upon information from
experts who themselves are unable to make unequiv-
ocal statements.

This effect is exemplified by concern over the car-
cinogenic effect of electromagnetic radiation in low
concentrations. The knowledge that cancer can be
caused by ionizing radiation initially legitimates the
intuition that every cancer in the vicinity of a nuclear
power plant can be explained by radiation emitted
from that plant. Anyone who contracts cancer or ex-
periences the affliction by this disease of a member
of the family or a friend will seek for a logical and
above all meaningful explanation. Metaphysical ex-
planations have lost validity in our secularized world.
The best possible explanation according to the pre-
sent state of knowledge, namely a largely random in-
cidence of cancer, does little to satisfy the psycholog-
ical need for a ‘meaningful’ explanation. How deso-
late to be the chance victim of a disease occurring at
random. If, however, a concrete reason can be identi-
fied, such as radiation exposure, smoking, unsuitable
diet etc., then the occurrence of the disease at least
makes sense. If, moreover, one’s own fault can be ex-

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Mobilization potential

Table C 4.6-1
Ideal type table for the Medusa risk class. Terms are explained in Box C 4-1.
Source: WBGU
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cluded and the faults of others can be found to be the
cause of the disease, then the disease may even fulfill
a social purpose, namely to alert future potential vic-
tims and to do battle against the source of the evil. In-
sofar, such risks function as a signal triggering social
and political mobilization.

To do justice to this complex phenomenon, the
Council has constructed the ‘Medusa’ risk class. In
Greek mythology, the world was full of dangers that
menaced common people, heroes and even the
Olympic gods themselves. The imaginary Gorgons
were particularly terrible. Medusa was one of the
three cruel Gorgon sisters, the mere sight of whom
turned people into stone (‘petrified’ them). Some
novel phenomena affect people today with the same
fear and dread the fabulous Gorgons aroused among

the ancient Greeks. Innovations are then rejected
even if scientists can scarcely view them as a hazard.
Some of these phenomena even have a particularly
high potential for public mobilization, as the dread of
the mythical Gorgon sisters once did.

The same applies to many smaller hazards which
public perception amplifies far beyond their true
magnitude and which may even turn out to be harm-
less. The risks grouped in this class are frequently an
expression of a general unease with technological de-
velopment, with certain forms of modernization and
globalization and with the perceived inability to de-
termine one’s own lifeworld. This situation calls for
scapegoats to whom to transfer this discontent. Such
scapegoats are by no means ‘little lambs’, but do in-
deed embody many of the properties responsible for

Risk class Characterization Examples

Damocles P is low (approaching 0) • Nuclear energy
Certainty of assessment of P is high • Large-scale chemical facilities
E is high (approaching infinity) • Dams
Certainty of assessment of E is high • Floods 

• Meteorite impacts

Cyclops P is unknown • Earthquakes
Reliability of estimation of P is unknown • Volcanic eruptions
E is high • AIDS infection
Certainty of assessment of E tends to be high • Mass development of anthropogenically influenced

species
• Nuclear early warning systems and NBC-weapons

systems
• Collapse of thermohaline circulation

Pythia P is unknown • Self-reinforcing global warming
Certainty of assessment of P is unknown • Release and putting into 
E is unknown (potentially high) circulation of transgenic plants
Certainty of assessment of E is unknown • BSE/nv-CJD infection

• Certain genetic engineering applications
• Instability of the West Antarctic ice sheets

Pandora P is unknown • Persistent organic pollutants (POPs)
Certainty of assessment of P is unknown • Endocrine disruptors
E is unknown (only assumptions)
Certainty of assessment of E is unknown
Persistence is high (several generations)

Cassandra P tends to be high • Gradual human-induced climate change
Certainty of assessment of P tends to be low • Destabilization of terrestrial ecosystems
E tends to be high
Certainty of assessment of E tends to be high
Long delay of consequences

Medusa P tends to be low • Electromagnetic fields
Certainty of assessment of P tends to be low
E tends to be low (exposure high)
Certainty of assessment of E tends to be high
Mobilization potential is high

Table C 4.7-1
Overview of risk classes: characterization and substantive examples. P signifies the probability of occurrence and E the extent
of damage.
Source: WBGU



63Summary C 4.7

the general unease. However, they can be exchanged
at any time as soon as other scapegoats are mentally
available or concerns have been allayed to the point
at which it seems essential to move on from the
scapegoat formerly chosen (Table C 4.6-1).

The Council has very consciously chosen to tackle
this difficult class of risk because many of the risks
belonging to this group hold out considerable oppor-
tunities for the future. Effective risk policies could be
pursued, while at the same time seizing opportuni-
ties, if these policies did justice to peoples’ legitimate
aspirations to limiting and successfully dealing with
risks without having to invest considerable costs and
time in regulating risks whose damage potential is
low. If confidence in rational and precautionary risk
policies could be enhanced among the public, then it
would be much easier to implement technical and or-
ganizational innovations. This requires clear imposi-
tions upon spheres of risk that transcend the normal
area, while at the same time exercising calm when
dealing with risks that are plainly within the normal

area. The Council hopes that its present report can
contribute to this.

C 4.7
Summary

Table C 4.7-1 summarizes the six types of risk de-
scribed in Section C 4 with their relevant criteria and
properties. It further lists a number of illustrative ex-
amples, which, among others, are discussed in detail
in Section D.

The six types allow us to classify the risks situated
in the transitional area (Fig. C 4.7-1). The classifica-
tion is not final: risks can evolve in the course of time
from one class to another. Through further research
and a longer period of experience, we may move a
Pythia-type risk to the Cyclops class and from there
onwards to the normal area. Risk management tools
can also be brought to bear to shift risks from one
class to another.

Extent of damage E     → ∞
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Figure C 4.7-1
Classes of risk and their location in the normal, transition and prohibited areas.
Source: WBGU 
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Indeed, a large part of the risk management tools
presented in Sections F and G is specifically engi-
neered to transform risks from the classes described
here into the normal area. Section D systematically
analyses specific risk potentials corresponding to the
risk classes set out here. Sections G and H propose
tools for controlling risks that are appropriate to the
various classes.



DThe environmentally mediated risk
potentials of global change





D 1Introduction

Never before have human interventions in natural
processes been so far-reaching as today. Humankind
has become a crucial factor in the Earth System.This
section examines risk potentials that meet two condi-
tions: firstly, the potentials must develop global ef-
fects and, secondly, the potentials must emerge from
a direct people-environment chain of effects (Section
C 2.4). People-people risks are explicitly excluded
from the scope of this report.

Humankind is both an agent and a victim of glob-
al environmental change. Our characterization of
risk potentials spans the spectrum that lies between
these two poles: environmentally mediated hazards
can be caused solely by human agency, as is the case
for technological risks, or solely by geological or ex-
traterrestrial events, as is the case for volcanic erup-
tions or meteorite impacts. At both ends of the spec-
trum, the magnitude of damage to people is strongly
influenced by regional features such as settlement
density or infrastructure availability. Between these
two poles, however, there are numerous risk poten-
tials that only emerge from the interplay between
people and nature, such as the formation of a new
pathogen through natural mutation and its pandem-
ic potential through human-induced global dispersal.

The individual chapters of Section D follow a uni-
form structure. After first presenting the potentials
for damage, they outline the way in which the risk is
presently dealt with. The criteria elaborated in Sec-
tion C are then used to assign the risk to a specific
class. The Council by no means intends to provide a
comprehensive discussion of each risk potential, not
to mention a final judgment. Our aim is rather, in
view of the great diversity of potential environmen-
tal risks, to illustrate how a typological classification
of risks can be used to stimulate systematic action.
Consequently, the following sections also develop
tools and strategies for managing the types of risk de-
scribed.



D 2 Technological risks

This section is concerned with the catastrophic po-
tentials of globally relevant technological risks, their
characterization and their current management. All
technological risks treated in this section were
screened using the global filter presented in Section
C 2.4.2. The Council is thus confident that these pro-
totypical technological risks have global relevance.

D 2.1
Prototypical risk potentials: Nuclear energy, large-
scale chemical facilities and dams

Nuclear energy
Surely no other source of risk has been the subject of
so much study and controversy as the use of nuclear
energy for generating heat and electric power. The
present report lays no claim to doing justice to this
debate in a few pages. It does not attempt to review
all arguments for and against nuclear energy and still
less to deliver a concrete ‘yes or no’ recommenda-
tion. The example of nuclear power is rather intend-
ed to serve as an illustration of a type of risk which
continues to generate major unease, all risk reduc-
tion efforts notwithstanding. This is driven partly by
perceptual factors (risk amplifiers) described in Sec-
tion C, partly also by special physical or safety engi-
neering characteristics of the nuclear fuel cycle, in-
cluding nuclear power plants and disposal facilities.

First of all, nuclear energy is characterized by a
large inventory of substances hazardous to human
health and the environment. A nuclear reactor com-
bines a high energy density with a considerable po-
tential of radioactive fissile material (radionuclides)
(Borsch and Münch, 1983). If the entire inventory of
a modern 1,200 MW nuclear power plant were to be
released (which is practically out of the question for
reasons of physics) then, in the worst case, several
million people could suffer health effects and entire
regions could be rendered uninhabitable. Even a par-
tial release of this material, as occurred in Chernobyl,
leads to transboundary impacts.

The risks of nuclear energy are not limited to the
utilization of fissile material in reactors. The nuclear

fuel cycle begins with the extraction of natural urani-
um (or thorium) in open-cast or underground mining
(Merz, 1983; Salander, 1995). Workers there are gen-
erally exposed to radon or other radioactive decay
products. This exposure is associated with an in-
creased cancer risk (workplace risk). In a second
step, natural uranium is sent to an enrichment plant,
where the fissile uranium-235 is concentrated up to
3% and more (depending upon the type of reactor).
Here, too, risks for operating personnel are of prime
concern. An accidental release of fissile material is
largely precluded in this step. Enrichment is linked to
the fabrication of fuel elements that are later ‘burnt’
in a nuclear reactor. In order for a nuclear reaction to
be able to take place at all, a critical mass of fissile
material must first be present in a reactor, and, at the
same time, the free neutrons must be slowed by a
moderator so that these can impact upon the nuclei
of the uranium atoms. The resulting nuclear fission
creates heat, which is absorbed by a coolant and then
converted to kinetic and electric energy as in a con-
ventional power plant.

In a reactor, two further risks arise in addition to
the risks for operating personnel. Firstly, the energy
density in a reactor is exceedingly high. If the chain
reaction can no longer be controlled, then core melt-
down can occur, through which a part of the fuel in-
ventory can be released to the environment (Hoc-
ken, 1995). Owing to the high radioactivity of the ra-
dionuclides created through the fission process, a re-
lease of the inventory can have catastrophic
consequences for human health and wildlife. Second-
ly, power plant operations discharge small quantities
of radioactive particles to the environment, which
can accumulate in organisms and can thus contribute
to the human cancer risk directly (air and water path-
ways) or indirectly (through crops, meat or milk).

As soon as the fuel in a reactor is depleted, the fuel
rods are consigned after interim storage in a spent-
fuel storage pool to a reprocessing plant, to interim
storage or to a final repository. As the radionuclides
concentrated in the rods are highly radioactive, these
transports must be carried out in radiation-proof
casks. In Germany, so-called Castor casks are used,
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which have repeatedly been the subject of fierce con-
troversies and demonstrations, as experienced again
in 1998. The risks of these transports involve two as-
pects:
1. The possible impacts of residual radiation upon

personnel and upon persons in the direct vicinity
of the casks, as no cask is able to completely retain
radiation emissions. This aspect also includes ex-
posure due to contaminated water, which can be
deposited on the outside of the casks during load-
ing and unloading.

2. The possible accident risks if a Castor shipment is
involved in a serious transport accident.

Both risks are very small. Even if serious accidents
should occur, the integrity of the casks is ensured.
However, the probability that a cask will rupture is
not zero.

Once the Castor has arrived at a reprocessing
plant or storage facility, the fuel rods are cut apart
and conditioned according to the type of final storage
envisaged. In reprocessing, the considerable amounts
of fuel still contained in the rods are extracted and
used to fabricate new fuel. In direct final storage, the
conditioned wastes are initially stored in an interim
storage facility, and then encased in a final reposito-
ry. In reprocessing the risk is concentrated upon the
release of radioactive substances to the environment,
while in interim and above all in final storage the iso-
lation of the waste from the biosphere needs to be
ensured for very long periods (several millennia) in
order to preclude contamination of the groundwater
and associated damage to human health and the en-
vironment.

That all stages in the use of nuclear energy pose
risks is not an attribute peculiar to this source of en-
ergy. Specific risks can be identified in each step of
the cycle of the use of coal, indeed even of the use of
solar collectors. However, there are two attributes
that do distinguish nuclear energy from other types
of energy production. These are, firstly, the large
magnitude of the damage that would threaten hu-
mankind and nature in the event of a release of the
inventory and, secondly, the long periods over which
risk management must be implemented in order to
contain the risks of final storage (Kröger, 1998). Both
characteristics of nuclear energy make it an epitome
of the Damocles class of risk, with a very high cata-
strophic potential but exceedingly low probability of
such a catastrophe occurring (Table D 2.1-1). Safety
engineers have put an enormous effort into reducing
or even preventing entirely an inventory release as
far as possible, in all stages of the fuel cycle. Modern
Western reactors must thus be designed so as not to
overheat and lead to core meltdown even in the
event of a loss of coolant.All safety-relevant systems
are multiple (‘redundant’) and diverse, in order to re-
tain sufficient reserve for the safety function con-
cerned in the event that one component fails (Borsch
and Münch, 1983). In the final storage concepts de-
bated today, several safety barriers are combined in
order to exclude groundwater contamination as far
as is humanly possible.

The vociferous controversy over nuclear energy
can thus be reduced to a dispute over one basic ques-
tion: can and should society trust in technical mea-
sures to reduce probabilities of occurrence to almost
zero and thus also tolerate the possibility of a release

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential

Table D 2.1-1
Application of the evaluation criteria to the risk potential of nuclear energy. This belongs to the Damocles risk class.
Terms are explained in Box D 2.1-1.
Source: WBGU
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of major catastrophic potentials, or should it prefer to
rely on technologies that have a low hazard invento-
ry and thus, even if all safety precautions, as sophisti-
cated as they may be, fail, have no severe impacts
upon human health and the environment?

It only makes sense to do without technologies
that have a high catastrophic potential if alternatives
of equal utility but lower catastrophic potential are
available (Kröger, 1991). This availability is more
than dubious in the case of nuclear energy. Contrary
to the case of fossil fuels, the range of energy supply
by nuclear energy is almost unlimited. While at pre-
sent levels of consumption, fossil fuels, with the ex-
ception of residual stocks that will be extremely hard
to extract, will be exhausted within 2–3 centuries, re-
processing and breeder reactors could be used to

meet the greater part of the world’s electricity re-
quirement by nuclear energy for at least 600 to 1,000
years (on the calculation of reserves cf. Salander,
1995). Secondly, while nuclear power plants do emit
small quantities of radioactive substances (which in
the worst case constitute increased health risks but
no ecological risks), they do not emit any environ-
mentally damaging or climate-endangering sub-
stances. They thus avoid a series of important and
also potentially catastrophic environmental risks that
attach to fossil fuels (Kröger, 1998). Thirdly, the
drawback of high energy density is also an important
advantage: per unit of energy generated, land use and
materials consumption are substantially lower than
for all other energy media.

Box D 2.1-1

Terms used in the tables applying the
evaluation criteria to specific risk potentials

The tables contain information in five dimensions:
1) The two classic risk factors, probability of occurrence P

and extent of damage E.
2) The certainty of assessment of these two factors. High

certainty of assessment means that the statement of a
specific probability that a particular damaging event oc-
curs (or a certain magnitude of damage materializes) or
the statement of a specific magnitude of damage for a
particular probability can be made with great reliability.
A low certainty of assessment means that statements of
the probability of a particular event or, conversely,
statements of magnitude for a particular probability are
subject to considerable variance. If certainty of assess-
ment is high, the error bars around a value on the mag-
nitude-probability function are very small, if certainty of
assessment is low the bars are very large.

3) The quality of uncertainty attaching to the various crite-
ria. Uncertainty prevails if there is a lack of knowledge
about either the probability (indeterminacy) or the po-
tential magnitude (obliviousness) of damage. However,
there must be at least reason to assume that damage is
to be expected. Under uncertainty, the certainty of as-
sessment is by definition extremely low (approaching 0).
Uncertainty is indicated in the tables separately for each
criterion.

4) The risk criteria of ubiquity, persistency, irreversibility,
delay effect and mobilization potential.All of these crite-
ria are treated separately in the tables.

5) The range of the sources of risk within a type of risk.
Most of the tables for specific risk potentials in Section
D are constructed for a type of risk (such as floods) or
for a risk in a particular social context (such as BSE in
England or Germany). The individual sources of risk
within a type can have different properties for the vari-
ous criteria. This range of sources within a type is indi-
cated by grey to black shading in the horizontal bars of
the tables. The lighter the shade, the less sources of risk
are situated at this point in the continuum. Dark shading
indicates the median of the risks within a type.

The properties of the criteria range from ‘low’ to ‘high’.The
various meanings of ‘low’ and ‘high’ are briefly explained in
the following:
• Unknown

Unknown means that available knowledge does not per-
mit any specific rating in the spectrum from low to high,
nor a meaningful statement of confidence intervals (e.g.
lies with a probability of 90% between x and y).

• Probability of occurrence P
‘Low’ means ‘highly improbable’ (approaching 0).
‘Tends to be low’ means ‘improbable’.
‘Tends to be high’ means ‘probable’.
‘High’ means ‘highly probable’ (approaching 1).

• Extent of damage E
self-explanatory

• Certainty of assessment of P or E
‘Low’ means ‘poor’ certainty of assessment.
‘Tends to be low’ means ‘still relatively poor’ certainty of
assessment.
‘Tends to be high’ means ‘relatively good’ certainty of
assessment.
‘High’ means ‘good’ certainty of assessment.

• Ubiquity:
‘Low’ means ‘local’.
‘Tends to be low’ means ‘regional’.
‘Tends to be high’ means ‘transboundary’.
‘High’ means ‘global’.

• Persistency:
‘Low’ means ‘short-term’ (<1 year).
‘Tends to be low’ means ‘medium-term’ (1–15 years).
‘Tends to be high’ means ‘long-term’ (15–30 years).
‘High’ means ‘several generations’ (>30 years).

• Irreversibility:
‘Low’ means ‘restorable’.
‘Tends to be low’ means ‘largely restorable’.
‘Tends to be high’ means ‘only partially restorable’.
‘High’ means ‘irretrievable’.

• Delay effect:
self-explanatory

• Mobilization potential:
‘Low’ means ‘politically not relevant’.
‘Tends to be low’ means ‘tends not to be politically rele-
vant’.
‘Tends to be high’ means ‘tends to be politically rele-
vant’.
‘High’ means ‘politically highly relevant’.
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Renewable sources of energy avoid most of the
risks that attach to nuclear energy or fossil fuels, al-
though these environmentally sound sources of ener-
gy are not entirely free of risk if one considers the en-
tire fuel or materials cycle. For a rational energy pol-
icy, the question arises as to whether it does justice to
the principle of sustainability to place all hopes for
the energy supply of future generations upon renew-
ables, or whether it would be preferable to place the
supply mix of the future on the two pillars of nuclear
energy and renewables – even with the possible cata-
strophic consequence of a serious reactor accident.
The Council does not wish to deliver any recommen-
dation concerning this issue: answers need to differ-
entiate according to the circumstances. Nuclear pow-
er plants in a country characterized by severe institu-
tional failure must certainly be appraised differently
than in another country with functioning institutions
and high technical and organizational capabilities.
The Council further takes the view that this issue
cannot be resolved at the scientific advisory level
alone, but only on the basis of a consensus in society.

While the Council does not wish to make any re-
commendation concerning the basic acceptability of
nuclear energy, it does consider it essential to note a
number of approaches that may serve to promote ra-
tional and justifiable risk policies for such sources of
technological risk that have a high catastrophic po-
tential. One strategy is to tackle directly the prob-
lematic aspect of catastrophic potential and to seek
technical solutions that promise a considerable re-
duction of this potential, i.e. of the hazard inventory.
Lower energy density, more physically inherent safe-
ty precautions, smaller fuel inventories and reactor
modularization (without coupling) are catchwords of
a new reactor philosophy that not only further re-
duces probabilities of occurrence, as in the past, but
above all limits the maximum magnitude of disaster.
A second approach that can be pursued simultane-
ously is to introduce reactor architectures by which
long-lived radionuclides are irradiated to create nu-
clides with shorter half-lives. Final storage safety
would then only be required for a few centuries or
even shorter periods. These measures would make
nuclear power more expensive, but the exclusion of
catastrophic consequences in even the most unfortu-
nate possible case has a particular value for the econ-
omy as a whole that should generally justify the extra
costs.

If even best efforts cannot reduce the catastroph-
ic potential expediently or can only do so at exorbi-
tant cost, then the Council takes the view that such a
source of risk should only be approved under two
conditions: firstly, if the utility of this source of risk is
of existential importance and, secondly, if it can be
ensured that all technological, institutional and orga-

nizational options are exploited to ensure that the
catastrophic event does not occur in the first place
and, should it occur after all, damage is mitigated as
far as possible.This second precondition gains partic-
ular relevance if such sources of risk are exported by
technology transfer to other countries.

Large chemical facilities and dams
Nuclear energy is not the sole representative of the
Damocles risk class. Many large chemical plants, stor-
age facilities or processing centers are characterized
by large catastrophic potentials in conjunction with
low probabilities of occurrence. Such sources of risk
do not tend to be at the center of public interest so of-
ten, but are structurally related to nuclear installa-
tions.Thus, for instance, in 1984 a disaster occurred in
Bhopal (India) involving the release of toxic gases
from pesticide production that left more than 2,500
people dead and 150,000 injured. In Mexico City in
the same year, a disastrous liquefied petroleum gas
explosion killed 498 and injured 7,000.

Much the same applies to large dams: the proba-
bility of occurrence is extremely low, but the magni-
tude of damage associated with a disaster if a dam
breaks is considerable, as illustrated by the rupture of
the Teton Dam in 1976 (Perrow, 1984).The risk of dis-
aster grows if the dam is built in earthquake prone or
geologically unstable areas. After the completion of
the Boulder (now Hoover) Dam on the Colorado
River in 1936, some 6,000 smaller seismic events were
registered in the subsequent 10 years. At the Kariba
Dam, which impounds the Zambezi between Zambia
and Zimbabwe, severe disturbances have been regis-
tered due to the unstable underground geology (Per-
row, 1984). A major disaster occurred at the Koyna
Dam in India when a strong earthquake ruptured the
dam.

Common characteristics
What are the common characteristics of these
sources of risk? The combination of a high cata-
strophic potential with a small to extremely low
probability of occurrence has already been men-
tioned. Contrary to technologies discussed in later
sections of this report, such as certain applications of
genetic engineering, the two central risk criteria –
magnitude and probability of damage – are relative-
ly well known. The degree of uncertainty is low and
remaining uncertainties can be estimated relatively
accurately by means of appropriate statistical tech-
niques (however, in part only by expert judgments).
Medium to high values must be expected for the cri-
terion of ubiquity. The consequences of a disaster
proceeding from these technological risks often tran-
scend national boundaries. During the Chernobyl re-
actor disaster, the Scandinavian countries were af-
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fected much more than the western European states,
which are at a similar distance from the reactor site,
owing to the prevailing wind direction. Dams on
transborder rivers are often located close to borders,
such as the Gabcikovo Dam on the Danube in the
Hungarian-Slovak border area (WBGU, 1998a). If
dam failures lead to floods, both countries are affect-
ed. Large chemical facilities are built for technical
reasons on watercourses (e.g. the Rhine), which fre-
quently form the frontier with neighboring states.
This increases the probability that an accident also
affects these neighboring states.The incident at Basel
in 1986 entailed transboundary pollution of the
Rhine.

As disasters in nuclear power plants or large
chemical facilities have a particular propensity to re-
lease substances or energy, problems of persistency
and irreversibility arise.Thus if the fissile inventory is
partially released after a reactor disaster, the long
half-lives of some nuclides mean that entire regions
can be rendered uninhabitable, at least for several
decades. Much the same applies to the release of sub-
stances after accidents in chemical facilities. Here the
biologically effective half-lives are sometimes short-
er, but human health is nonetheless affected over
many years if not decades.

Many forms of damage to humans and ecological
systems caused by nuclear accidents are irreversible
and often also uncompensatable, i.e. the original state
prior to the disaster is not restorable. Radiation and
many chemical substances not only endanger the
health of persons exposed, but can further trigger al-
terations in genetic material that then negatively af-
fect future generations. The negative consequences
of dam failures are also only restorable over long pe-
riods. However, areas flooded by dam failures in the
1960s and 1970s have at least partially recovered. Of
course losses of human life cannot be repaired, and
are only inadequately addressed by compensatory
payments.

A very high mobilization potential generally at-
taches to all three of these technologies. One source
of this mobilization potential is that people must be
resettled for planned dam projects, who then protest
against these measures (e.g. Three Gorges Dam in
China; WBGU, 1998a). In some cases, people protest
against the consequences of dam building, such as in
the case of the planned Gabcikovo power plant on
the Danube, where environmentalists have demon-
strated against the hazards posed to the drinking wa-
ter supply of Budapest. By now, no major dam pro-
ject is launched without encountering regionally and
internationally coordinated resistance by a network
of NGOs (McCully, 1996). India’s Narmada Valley
Project is a good example of this. It is not least this
criticism of the ecological and social consequences of

many megadams that has now led to major dam con-
struction projects being no longer considered viable
in the USA, and relevant loan award procedures of
the World Bank have been made substantially more
stringent (IUCN and World Bank, 1997).

Severe accidents in large chemical facilities mobi-
lize the public to an even greater extent, as shown by
the protests after the Sandoz accident in Switzerland.
The mobilization potential of nuclear energy is par-
ticularly high. Many people feel themselves existen-
tially threatened by the development of nuclear en-
ergy, some engaging in civil disobedience or with-
drawing their trust from the political decision-mak-
ers (Renn, 1984; Medvedev, 1991). Even if it should
prove possible to considerably reduce the cata-
strophic potential of nuclear energy, a high level of
mobilization must continue to be expected in the fu-
ture.

D 2.2
Risks posed by nuclear weapon early-warning
systems and nuclear, biological and chemical
weapons systems

This section is not concerned with technological risks
resulting from fabrication, transportation or storage
of nuclear weapons, but rather with the risk poten-
tials attaching to unintentional occurrences, insuffi-
cient maintenance and misuse. These risks proceed
from nuclear weapon early-warning systems (there
are no specific early-warning systems for biological
and chemical weapons) and from nuclear, chemical
and biological weapons. Military nuclear weapon
early-warning systems harbor a risk potential be-
cause they can lead to a mistaken use of nuclear
weapons. Their function is to detect intercontinental
and intermediate-range missiles in order to be able to
react in time with countermeasures such as the use of
nuclear weapons. While it can be assumed that inter-
continental missiles carry a nuclear payload, the de-
tection and telemetry of the launch of intermediate-
range missiles does not permit any certain appraisal
of their payload. No intermediate-range missiles are
stationed any more in Europe: the American and
Russian stocks have been entirely removed under
the Intermediate Nuclear Forces (INF) Treaty
(1987), and the French stocks under a decision of the
French President (1997). The second complex exam-
ined in this section – nuclear, chemical and biological
weapons systems – is concerned not with the risks of
early detection, but with poor maintenance, misuse
and the possibility of use in the event of war. In both
the early-warning system and weapons system com-
plexes, technical, organizational and personnel
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deficits can heighten the risk potentials (Sagan,
1993).

Nuclear weapon early-warning systems
The risk potential of nuclear weapon early-warning
systems stems from the linkage between two tech-
nologies – nuclear weapons and early-warning sys-
tems. The risks inherent in producing and transport-
ing nuclear weapons correspond to those of the civil-
ian use of nuclear energy (Section D 2.1). This is of
course joined by the risk of their possible use. The
early-warning system technology only gains its risk
potential through being coupled with the technolog-
ical risks of nuclear weapons. While detection of en-
emy nuclear weapons by an early-warning system
need not automatically lead to retaliation in kind,
technical gaps in the early-warning system or false
evaluation of information can lead to a mistaken use
of nuclear weapons.This is to be feared in the case of
the Russian early-warning system (Müller and Frank,
1997).

Müller and Frank (1997) revealed in their study
that the Russian early-warning system and the asso-
ciated nuclear forces have considerable functional
and maintenance deficiencies. Through the breaking
up of the former Soviet Union, parts of the early-
warning system have been lost. Several satellites are
no longer utilized due to a lack of necessary mainte-
nance. Other satellites and data processing facilities
experience repeated outages due to power shortages.
This creates gaps in the technical early-warning sys-
tem. Paradoxically, after the end of the East-West
conflict the risk stems no longer from the firepower
of the Russian nuclear arsenal, but rather from its
degradation.

Nuclear, biological and chemical weapons
systems
The risk potential presented by the production of nu-
clear, biological and chemical weapons is comparable
to that of the civilian use of nuclear energy and to
that of large chemical facilities (Section D 2.1). This
is compounded by the risk of accidental or unautho-
rized use. International arms reduction efforts differ
substantially for the various types of weapons of
mass destruction – nuclear, chemical and biological
(Brauch, 1997).

Commitments to reduce stocks of nuclear
weapons have been put in place through the bilater-
al American-Soviet or American-Russian (since
1992) agreements on intermediate-range systems
(INF) and on strategic nuclear weapon delivery sys-
tems (START I and II). The Lisbon protocol to the
START I Treaty further integrates Ukraine, Kazak-
hstan and Belarus. Since 1968, the nuclear Non-Pro-
liferation Treaty (NPT), which has now been signed

by 186 states, prohibits the proliferation of nuclear
weapons to non-nuclear-weapon states (Auswärtiges
Amt, 1997). However, India, Pakistan, Israel and
Cuba are not parties to the treaty. This entails a con-
tinuing risk, as evidenced by the recent nuclear
weapons tests in India and Pakistan in the early sum-
mer of 1998.

For many years, chemical weapons were only con-
trolled by piecemeal agreements. However, since
April 1997 a convention prohibiting them is in force
and is currently being implemented. A multilateral
verification regime monitors the disarmament of ex-
isting chemical weapons and their proliferation, the
dismantling of production facilities and non-produc-
tion in civilian industry.The Chemical Weapons Con-
vention, which has been ratified by the USA and the
Russian federation, these being the two largest chem-
ical weapons countries, and a further 111 states, is an
important step on the path towards universal disar-
mament of chemical weapons (Auswärtiges Amt,
1997).

The 1925 Geneva Protocol imposed a first ban on
the use of biological weapons.This was joined in 1972
by the Biological Weapons Convention, which en-
tered into force in 1975 and presently has 141 States
as parties. The convention categorically bans the de-
velopment, production and storage of bacteriological
(meaning all biological) weapons and weapons con-
taining toxic substances (so-called toxin weapons).
As opposed to the Chemical Weapons Convention,
the Biological Weapons Convention contains no pro-
visions governing verification of compliance. In order
to remedy this deficit, negotiations commenced in
1995 upon the initiative of the German government
and European Union member states with the aim of
strengthening the Biological Weapons Convention
and arriving at a protocol on verification measures
that is binding under international law.

Recent developments in Iraq surrounding the UN
inspections of chemical and biological weapons and
arsenals illustrate the threat perceived by the inter-
national community in uncontrolled uses. The ongo-
ing dispute between Pakistan and India, who both
carried out nuclear weapons tests in 1998, is a further
example harboring considerable risk potential. An
armed border and territorial conflict over Kashmir
has been in progress between these two states for
decades. Both sides have already repeatedly threat-
ened to use nuclear weapons. Both India and Pak-
istan have not signed the Non-Proliferation Treaty
and have consequently not entered into verification
agreements that would fully cover their nuclear ac-
tivities. They have merely concluded partial verifica-
tion agreements with the IAEA that only concern
the imported components of the civilian nuclear fuel
cycle.



74 D Risk potentials of global change

In more stable regions of the world, too, nuclear,
chemical and biological weapons mean an uncertain
risk potential that transcends the assessment of nu-
clear energy. This is exemplified by the state of the
strategic nuclear forces in Russia. Most of the nuclear
weapons stationed there are at high alert (Müller and
Frank, 1997).This leads to an unassessable risk of un-
intended missile launches caused by malfunctioning
technical systems. In a crisis, inadequate safety stan-
dards and human error can also lead to unauthorized
or mistaken missile launches. Most of the Russian nu-
clear submarines are not in operation at high sea, but
lie in their bases. Their missiles are held at constant
high alert. These uncertain risks could be reduced by
terminating or lowering the alert status of the nuclear
weapon arsenals (‘de-alerting’).

Scrapping nuclear submarines in the Arctic ports
of Russia has emerged as a special problem due to
the lack of the financial and technical resources
needed to dismantle the nuclear reactors and prop-
erly dispose of their fuels (Auswärtiges Amt, 1997).
The submarines are confined to their bases, where
they are inadequately maintained and thus gradually
corrode, creating ecological risks to the Barents Sea
and Kara Sea. A similar state of disarray is to be as-
sumed for the land-based intercontinental missiles.
Here, too, only a few are operational, which gives rise
to the assumption that the inoperable missiles are in-
adequately maintained due to a lack of personnel.
Only constant readiness of these weapon systems
guarantees that they are serviced properly and that
the accident risk potential does not rise.

Common characteristics
As opposed to nuclear energy and large chemical fa-
cilities, the two complexes discussed here – nuclear
weapon early-warning systems and nuclear, biologi-
cal and chemical weapons systems – do not belong to
the Damocles class of risk as might be suggested by
the evident parallels among these technologies, but
to the Cyclops class (Table D 2.2-1). The two com-
plexes are similar in many points to nuclear power
plants and large-scale chemical facilities: a high cata-
strophic potential attaches to both early-warning and
weapons systems, the magnitude of damage is quite
well known and can be assessed relatively accurately.
The effects in terms of ubiquity and persistency can
also be high. The geographic range of a possible cat-
astrophe is global and the temporal range concerns
several generations. The decisive difference to the
Damocles class is the high degree of uncertainty in
assessing the probability of occurrence, as this can
change continuously. Knowledge of causal connec-
tions is often inadequate, as human behavior and
shifting political structures play a major role. These
systems are relatively vulnerable without the actors
perceiving them as such. The characterization and
present management of these high-risk technologies
have shown that it is particularly the human factors,
such as misuse or organizational deficiencies (e.g. in-
adequate maintenance), that render the probability
of occurrence insufficiently assessable.

Table D 2.2-1
Application of the evaluation criteria to the risk potential of nuclear weapon early-warning systems and to the risks of nuclear,
biological and chemical weapons systems. These belong to the Cyclops risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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D 2.3
Risks posed by certain genetic engineering
applications

This section attempts neither a comprehensive dis-
cussion of genetic engineering, nor is it concerned
with this technology’s present or future prospects.
Rather, we shall discuss certain representative appli-
cations, such as marketing of transgenic organisms
and their unintentional propagation in the environ-
ment. We take the view that presently the potential
risks posed by several applications cannot be as-
sessed accurately enough – neither in terms of the
probability or magnitude of damage – so that uncer-
tainty prevails here (Section C). The aim of the ex-
amples set out below is therefore to highlight the am-
biguities and uncertainties attached to certain appli-
cations of genetic engineering. This analysis is done
from the perspective of risk research (Section D 4),
thus complementing the natural science perspective
of the report on genetic engineering authorized by
the German Council of Environmental Advisors
(SRU, 1998).

Although first genetic modifications succeeded
more than 25 years ago, genetic engineering contin-
ues to produce new applications offering highly
promising opportunities for industrial use. In certain
fields of application, these opportunities and benefits
also present risks whose probability and magnitude
have remained largely uncertain due to a lack of ex-
perience or a lack of knowledge on consequential
impacts.The consequences of commercializing trans-
genic plants and using transgenic microorganisms
(including viruses) in an uncontrolled manner or
spreading these unintentionally have the potential to
assume global relevance. We have therefore devoted
particular attention to the applications of genetic en-
gineering in agriculture.

Genetic engineering is a ‘generic’ technology. Its
applications can be subdivided roughly into two ma-
jor fields and several further areas. One of these ma-
jor fields is medical and pharmaceutical application,
often termed ‘red’ genetic engineering. In medicine,
applications are mainly in therapy and diagnosis,
while in pharmaceutics genetic engineering is pri-
marily used to develop and to a lesser extent to pro-
duce pharmaceuticals.Today, genetically modified al-
pha interferons are already being used to combat
leukemia, and beta interferons to combat multiple
sclerosis. Sera inoculated with genetically modified
antigens promise improved protection against he-
patitis.While these and other applications do present
risks, we take the view that these risks do not assume
global relevance. To what extent risks proceed from
the production of modified pharmaceuticals, for in-

stance through the escape of organisms from the lab-
oratory, continues to be a matter of controversy.
However, the extent of the risks of ‘red’ genetic engi-
neering must be viewed as relatively slight and re-
gionally contained.

The second major field of operations for genetic
engineering is in agriculture, often termed ‘green’ ge-
netic engineering. This field is concerned with genet-
ically modified inputs for food production, resistance
and intensification breeding, productivity enhance-
ments or quality modifications (Section D 4). Here
risk potentials stem not so much from the genetic en-
gineering methods themselves, but rather from the
unintended consequences of certain applications or
of transgenic organisms spreading unintentionally.
As a rule, transgenic organisms are initially released
in a step-wise and controlled process (there are ex-
ceptions in developing countries and Eastern Euro-
pean states: Sojref and Thamm, 1997; de Kathen,
1996).

In some spheres of application of genetic modifi-
cation, the remaining uncertainties have been largely
dispelled, meaning that these risks have been moved
from the transitional area to the normal area. They
can thus be handled by routine management. Other
applications have already entered upon the cascade
movement to the Cyclops and Medusa risk classes
(see Section A). Despite all efforts, several applica-
tions remain for which empirical experience is insuf-
ficient.This means that the data basis in risk research
and related research is not adequate to carry out a
quantitative risk appraisal, and in some cases not
even adequate for a qualitative appraisal.The risks of
such applications characterized by a high degree of
uncertainty are assigned to the Pythia risk class, be-
cause uncertainties remain as to both the probability
and magnitude of damage. This ‘new quality’ of ge-
netic interventions associated with uncertainty po-
tentials (von Schell, 1994) is illustrated in the follow-
ing discussion for four fields of risk and their scenar-
ios. Formulating accident scenarios is a standard pro-
cedure in risk analysis of biotechnological processes
(Hungerbühler et al., 1998).

We distinguish four fields of risk for which non-
implausible scenarios or analogies can be defined
and where high levels of uncertainty and insecurity
can be presumed. The risks outlined in the following
are therefore assigned to the Pythia class.

When transgenic plants run to seed
Depending upon transgenic characteristics, gene
transfer can generate risks because particularly com-
petitive plants can emerge that disperse unchecked.
This conclusion is illustrated by analogy to the estab-
lishment of alien plant species (e.g. neophytes) that
migrate or are introduced to ecosystems outside of
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their former range and can cause substantial negative
impacts there (von Schell, 1998). Skorupinski (1996)
accordingly sees adverse ecological consequences
when transgenic plants escape from cultivation.
These consequences arise firstly through hybridiza-
tion and secondly through ‘genetic reversion’. In hy-
bridization, genes are transferred from crop species
to wild plant species, e.g. weeds.These hybrids can be-
come a problem if they are viable and the new genes
give them a selective advantage. Their spread and
propagation is to be expected particularly if they are
similar to the cultivated species and are thus difficult
to control. Hybrids are more likely to disperse in cul-
tivated landscapes than in uncultivated ecosystems,
as in the former anthropogenic interventions have
led to deeper modifications of ecosystems. The more
intensively cultivated landscapes are used, the higher
is the need for control in order to maintain the state
desired – this in turn increases susceptibility to
change. ‘Genetic reversion’ leads to the loss of do-
mestication traits.This can cause yield or quality loss-
es, and frequently also promotes the successful estab-
lishment cultivated varieties outside of agricultural
ecosystems, or a hybridization among cultivated and
wild plant species. This leads to a rising probability
that transgenic plants run to seed, and that cultivated
or transgenic species hybridize with related wild
species. The complex formed by cultivated and wild
species has a more or less strong gene flow, whereby
a clear demarcation between the two groups is not al-
ways possible.

Uncontrolled dispersal of transgenic
traits, and unintended secondary effects
Genetic engineering often employs DNA sequences
that can for instance influence the resistance of
plants (e.g. promoters, trailers). Critics of genetic en-
gineering see problems in making plants resistant to
viruses, insects, fungi or bacteria (Wadman, 1997). In
the natural process of evolution, positive selection
for a characteristic or a trait extends over long peri-
ods. Genetically engineered characteristics have not
passed through this process – but nor have the traits
of cultivated plants that are produced by convention-
al breeding methods. Undesirable effects can occur
that are all the stronger for transgenic plants (Skoru-
pinski, 1996).

Many of the risks that can be associated with ap-
plying genetic engineering in agriculture are already
known from conventional plant breeding activities or
can be assessed relatively well on the basis of past re-
search findings and release trials (Section C 4.2.2.4).
They can be assigned, at least partly, to the normal
range of risk. However, in some fields of application
large gaps in knowledge continue to prevail, as do un-
certainties with regard to the assessment of possible

effects within or impacts upon the environment. In
such cases, the risks possibly associated with such ap-
plications are assigned at the present point in time to
the Pythia risk class.This includes, for instance, the as
yet inadequate knowledge in the field of soil biology,
or the entire complex of virus population ecology, in-
cluding the influence of viruses upon the population
dynamics of natural or seminatural plant communi-
ties. Thus we can neither predict nor exclude an in-
crease in viral resistance to the protection mecha-
nisms conferred upon plants by genetic modification
in the event of large-scale cultivation of transgenic,
virus-resistant plants. The same applies to possibly
severe changes in the species compositions of natur-
al or seminatural plant communities resulting from
transgenic virus-resistant plants running to seed or
from a dispersal of their foreign gene. Conversely,
further research may possibly reveal that the impact
of transgenic virus resistance does not differ, or only
slightly from the types of resistance utilized by con-
ventional plant breeding, or that virus resistance only
offers a minor selective advantage compared with
other ecologically relevant traits such as enhanced
growth or improved tolerance to drought.

Greene and Allison (1994) have proven under lab-
oratory conditions that viruses can incorporate parts
of the hereditary material of virus-resistant plants,
and can thus assume new traits.The extent of damage
of course depends upon the scenario assumed. Thus
Greene and Allison ‘only’ proved that new combina-
tions are possible. This does not yet tell us anything
about whether these new variants pose greater haz-
ards than the original ones, or about whether this
process is more commonplace in transgenic plants
than in nature or than in conventionally bred virus-
resistant crops. Nonetheless, such a scenario illus-
trates that, hypothetically, damaging effects can be
very severe, whereby only plausibility assumptions
can be made concerning probabilities of occurrence.
Traits such as insect resistance or modifications that
were unintended can thus lead to new competitive
situations or can disrupt the reproductive cycle of the
modified plant, as experienced in the US state of Mis-
sissippi in the summer of 1997 with herbicide-resis-
tant cotton (Kleiner, 1997). Hereditary information
originally constructed by genetic engineering, such as
resistance against insects, can also be incorporated by
wild plant populations, and can propagate there and
disperse (von Schell, 1998; Bartsch and Schuphan,
1998; Mikkelsen et al., 1996). These new transgenic
characteristics in wild plants are then beyond human
control (Sentker et al., 1994).

Another type of risk lies in the circumstance that
genetically modified plants produce new substances
that can be damaging to other organisms. For in-
stance, insect-resistant plants created by genetic
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modification produce a toxin stemming from bacte-
ria, the delta endotoxin of Bacillus thuringiensis.This
also kills beneficial insects that eat larvae in which
the toxins have accumulated (Hilbeck et al., 1998).
No reliable statements can be made about the fre-
quency of such events, i.e. the probability of these
events occurring remains uncertain. As far as the as-
sociated magnitude of damage is concerned, very se-
vere negative consequences could arise if informa-
tion and traits transferred to wild plants give them a
selective advantage in their population (Sentker et
al., 1994). In this connection, high uncertainties also
attach to the problem that genes only rarely trans-
ferred remain undetectable for long periods in the
new population. After several reproduction cycles, a
sudden surge in the dispersal of the traits can occur.
A further problem in this area is the use of antibiotic
resistance genes as selection markers. In order that
genetic engineers can identify those cells in which the
insertion of hereditary information was successful, a
further trait is incorporated in addition to the one de-
sired.This is frequently antibiotic resistance.Thus, for
instance, the gene that codes the enzyme neomycin
phosphotransferase is used as marker together with
other disease and pest resistance traits in more than
30 transgenic plants. This is why therapy with antibi-
otics containing this genetic information is associated
with risks if at the same time plant food containing
antibiotic resistance markers is ingested (Skorupins-
ki, 1996). The Council does not view antibiotic resis-
tance genes as posing a severe risk, but does consider
it expedient to replace antibiotics as selection mark-
ers.

Allergenicity in food
Food processing is increasingly making use of genet-
ic modification (Jany, 1998). The inclusion of foreign
gene segments in food can lead to allergic reactions
in people who are allergic to the transgenic substance
(e.g. strawberries). As opposed to the large number
of airborne allergens that have been identified, only
a small number of food allergens are known. Two
prime problems arise in food processing and cooking
(EC, 1997): during processing, the content and/or
characteristics of the food allergens can be altered. In
this process, the capacity of the initial substance to
trigger allergies can be amplified or reduced.The sec-
ond prime problem is that most processed foods con-
tain additives or other hidden ingredients of natural
or synthetic origin. Uncertainty thus attaches to risk
assessment if genes coding for allergenic proteins are
transferred from one plant (e.g. from peanuts) to an-
other (Skorupinski, 1996). A well-known example of
this is the transfer of a gene taken from the Brazil
nut, which has a high allergenic potential, to oil rape
seeds or soya beans in order to enhance their nutri-

tional value (Nordlee et al., 1996; Pühler, 1998a).This
branch of genetic engineering applications is partial-
ly associated with uncertainty, because even the
greatest technological and financial effort cannot de-
termine in advance all potential allergens or aller-
genic reactions in humans. However, this circum-
stance applies similarly to foodstuffs produced by
conventional breeding techniques. Nonetheless, this
is indeed compounded in genetically modified plants
or foodstuffs by the increasing, diffuse and to some
extent global dispersal of certain parts or constituent
substances of transgenic plants, and thus also of po-
tential allergens, in the most varied foods (e.g. soya).
It is as yet unknown how this will affect the future
emergence of allergies. This puts the issue in the
vicinity of the Pythia class of risk.

However, the use of known allergens could be re-
stricted by law, or allergic individuals could avoid
these substances if the allergenic proteins inserted in
other plants were labeled. If these measures were
taken, this type of risk would be moved to the normal
zone.The Council would thus support the assessment
“that in the public debate excessive priority is ac-
corded to the problem of allergies resulting from ge-
netically modified foods” (Pühler, 1998a), if all trans-
genic substances contained in foods are listed and la-
beled, and if transgenic foods are subjected to aller-
genicity tests in addition to toxicity tests. Without
labeling this modification, it is not possible to avoid
the risk. Although the EU Novel Food Regulation in
force for some years and its latest 1998 amendment
on genetically modified soya and maize products at-
tempts to regulate such labeling in EU member
states, considerable gaps remain in the implementing
provisions. Improved labeling measures could at
least go some way towards distinguishing transgenic
foodstuffs that give cause for concern from those that
do not. However, residual risks would remain even
with an allergenicity assessment. Such tests continue
to be the subject of scientific controversy because
every protein can develop (if with a low probability)
an allergenic effect.

Accelerated decline in the diversity of crop
plant varieties and the consequences for
global food production
In plant breeding, targeted genetic engineering inter-
ventions can also intensify uncertain risks.This is pri-
marily an issue of the reduction of crop plant diversi-
ty to a small number of species used worldwide and
optimized by genetic engineering. This is not an in-
trinsic problem associated with genetic engineering
applications, but is rather a logical continuation of
past breeding practices. It is thus debated controver-
sially in the literature whether crop breeding by ge-
netic modification harbors more or new risks com-
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pared to conventional breeding techniques. Skoru-
pinski (1996) assigns a higher uncertainty potential
to the possible insecure and undesirable conse-
quences of plant breeding by genetic modification
than to conventional methods, including mutation
breeding and cell culture techniques under high se-
lection pressure, which are even further removed
from natural selection mechanisms than classic cross-
breeding is. The reasons for this appraisal are to be
sought in the breeding methods (Skorupinski, 1996;
von Schell, 1998).

The decisive point is that humans prescribe the
new combination of hereditary information.As these
breeding methods would call for a specific and tech-
nically appropriate presentation that cannot be given
here, we shall merely briefly note those characteris-
tics that distinguish genetic engineering from con-
ventional breeding (Skorupinski, 1996). Skorupinski
claims that breeding methods using genetic modifica-
tion permit cross-species transfer, have greater preci-
sion, involve the addition of foreign information
across species and geographical boundaries and are
thus less error-friendly. The genes themselves are of-
ten highly modified and can be controlled externally
by means of targeted interventions. It remains a mat-
ter of debate among the scientific community
whether genetic engineering applications or conven-
tional breeding techniques are more or less ‘error-
friendly’.

The possible consequences of large-scale cultiva-
tion of genetically modified cereals could assume
global proportions. If a small number of cereal
species were made so robust and delivered such high
yields through genetic modification that they were
used and propagated worldwide and global cereal
supply depended upon them, new, previously un-
known pests or virus forms could globally jeopardize
this supply. While most critics consider this scenario
to be improbable, it does show where the risk poten-
tials lie.This effect is not specific to genetic engineer-
ing, as it also arises as an outcome of the one-sided
use of high-yielding varieties produced by classic
plant breeding. Nonetheless, a complete risk analysis
must take this effect into consideration just as it does
the possible risks specific to genetic engineering. We
can see an analogy here to the Green Revolution.
This involved, in addition to the introduction of new
cultivation methods aimed at enhancing agricultural
productivity, above all the use of varieties promising
higher yields (WBGU, 1997a). In the developing
countries, a widespread outcome of this use of high-
yielding varieties produced by conventional breeding
techniques has been a drastic drop in the diversity of
native species. In the course of the Green Revolu-
tion, high-yielding wheat and rice varieties were de-
veloped and bred in Mexico and the Philippines as

visible outcomes of international agricultural re-
search (Nohlen, 1989).

Plant breeding by genetic modification offers ben-
efits above all from an economic perspective, by re-
ducing the time required for breeding. This accelera-
tion of breeding can also be a disadvantage, as the pe-
riods in which experience can be gained are reduced
– periods in which possible disturbances caused by
the genetic intervention can no longer be tested and
assessed over a lengthier time (von Schell, 1998).

Further fields of application
Further fields of application include the use of genet-
ic engineering in specific production processes, such
as in enzyme production for laundry detergents. Ge-
netic engineering has also established itself in envi-
ronmental engineering. This includes for instance
bioremediation, meaning the use of microorganisms
to clean up contaminated soil and water.These appli-
cations are presently still marginal (Knorr and von
Schell, 1997), although with respect to their possible
ecological impacts they need to be assessed more
critically than ‘green’ genetic engineering.

In summary, we can state that a broad array of
presently still not estimable risk potentials is associ-
ated with the cultivation and commercialization of
transgenic plants and with the unintentional disper-
sal of transgenic microorganisms. Moreover, further
developments towards new gene constructs or eco-
logically highly relevant genetically modified charac-
teristics such as cold, heat and salt tolerance are to be
expected. It is clear that at the present point in time
little can be said about the maximum probability and
magnitude of various damage scenarios. With regard
to the criterion of persistency, hereditary material
changes can also affect following generations.

Compared with the Damocles and Cyclops risk
classes, in the Pythia class probabilities of occurrence
are uncertain and possible severity in the event of
damage is unknown. In the opinion of the Council,
this uncertainty does not apply to the majority of ap-
plications up to now, but only to certain ones involv-
ing marketing or the unintentional dispersal of trans-
genic organisms. It is quite possible that the extent of
damage is large, but it could also transpire to be
small. Similarly, no certain statements can be made as
to the probabilities of occurrence in each specific
case. The high levels of uncertainty that attach to
both the probability and extent of damage lead to
high uncertainty concerning ubiquity, persistency
and the time of occurrence (delay effect). Some ex-
amples, such as genetic manipulation or interven-
tions in reproductive cycles, show that it is impossible
to reinstate the original situation.The above applica-
tions of genetic engineering thus can clearly be as-
signed to the Pythia class of risk (Table D 2.3-1).
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Mobilization potential
The mobilization potential of genetic engineering is
not as simple to identify as that of nuclear engineer-
ing.The wider public has relatively little information,
some applications are viewed as highly controversial,
while at the same time opinion polls show that the
public has a considerably more relaxed attitude to
this technology than to nuclear engineering. Beyond
instrumental assessments of benefits and threats to
human health and the environment, the public de-
bate revolves mainly around ethical concerns and ar-
guments focusing on the possibility of abuse (Renn
and Zwick, 1997). Contrary to the widespread belief
that the Germans have a particularly skeptical atti-
tude to genetic engineering, the Eurobarometer sur-
veys carried out by the European Community show
that, in a European comparison, a greater proportion
of German interviewees is in favor of genetic engi-
neering, both generally and in regard to most appli-
cations, than for instance the Danes, Dutch, British,
Finns or Austrians (Hampel, 1998). Nonetheless, the
Germans certainly have a considerably more skepti-
cal attitude to genetic engineering and its applica-
tions than do the Americans. According to a cooper-
ative survey carried out in spring 1997 by the Market
Facts Institute in America and the Allensbach Insti-
tute in Germany, 52% of Americans are in favor of
genetic engineering, whereas only 30% of Germans
assess the technology positively. A representative
opinion poll coordinated by the Stuttgart Center of
Technology Assessment has shown that there are
much higher levels of support in certain fields of ap-
plication. The poll revealed that 74% of the public
support the use of genetic engineering in medicine
(Hampel et al., 1997). Thus well over 2⁄3 of the inter-

viewees approve of its use for the diagnosis and ther-
apy of disease. Well over half of the interviewees still
approve of the production of vaccines and of prena-
tal diagnostics. However, depending upon the further
development of the public debate, it is possible that
in the future the now moderate mobilization poten-
tial will grow further. Protests have already occurred
in Germany over, for instance, release trials of genet-
ically modified maize and rape.

D 2.4
The risk potential of electromagnetic fields

The risks associated with ‘electrical smog’ are pri-
marily due to the intensities and frequencies of elec-
tromagnetic fields (EMF). Being below established
dose-effect thresholds, these fields are not registered
by human sensory organs. There is no conclusive evi-
dence that exposure to normal levels of EMF pro-
duce any harm beyond background variation. Ob-
served symptoms most often cannot be traced back
to physical damage underpinned by objectively veri-
fiable data, but rather to subjective malaise or sub-
jective impairment of human functional capacity,
which can then lead to psychosomatic illnesses. The
decisive aspect in risk evaluation is thus the question
of the subjective risk perceptions by those affected
(Hester, 1998; Wiedemann and Schütz 1996; Wiede-
mann et al., 1994; MacGregor et al., 1994). Risk po-
tentials perceived as being linked to high-frequency
EMF exposure are increasingly becoming a regular
topic of media reporting, and are thus placed in the
center of public attention (Wartenberg and Green-
berg, 1998). The range of findings of professional or

Table D 2.3-1
Application of the evaluation criteria to the risk potential of certain applications of genetic engineering. These belong to the
Pythia risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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only seemingly professional risk studies is a main rea-
son why electromagnetic radiation is perceived as a
risk (Schaefer, 1995).

Well-substantiated scientific studies predominant-
ly conclude that low doses of electromagnetic fields
do cause effects, but that these are generally not haz-
ardous to human health, i.e. neither epidemiological-
ly nor toxicologically significant changes can be
found. In cases located close to EMF sources where
significant changes have been statistically verifiable,
other explanations are far more plausible. For in-
stance, the slightly elevated cancer rate among peo-
ple living close to high-voltage power transmission
lines in the USA can be traced to income differen-
tials. As property prices are lower in the vicinity of
overhead lines, substantially more low-income fami-
lies live there than in reference areas. Low income is
closely associated with certain types of cancer. If in-
come is held constant, then the EMF influence upon
cancer prevalence disappears, while the reverse does
not hold true.

The EMF risk debate is not least a reflection of the
discussion among experts, in which credibility is at
stake (Wiedemann et al., 1994). Publicly recognized
scientists often adopt contradictory positions (Covel-
lo, 1998). An important effect of this is that even the
methodologically substantiated scientific findings
are doubted by the public. Each expert study can be
countered by another expert study. Limit values are
viewed with particular distrust, being interpreted as
arbitrary. The lack of a uniform position among the
experts is often interpreted by the public as meaning
that there is general uncertainty or even that the risk
is being played down.

The risk potential emanating from electromagnet-
ic fields is a typical representative of the Medusa
class, with a fairly low probability of occurrence and
magnitude of damage, the probability remaining
somewhat uncertain (Table D 2.4-1). The spatial dis-
tribution of this risk potential is high, i.e. at least
transboundary if not global, for in almost all industri-
alized and in most non-industrialized countries the
exposure of the public to electromagnetic waves is
high. The issue must also be viewed as politically and
societally relevant in terms of mobilization potential,
as the media and the public ever more frequently
concern themselves with this issue and thus mobilize
affected persons. It is mainly those directly affected
who view the risk potential as threatening. The sub-
jective perception of well-being and functional ca-
pacity impairments can lead to psychosomatic reac-
tions and thus indirectly to physical damage.

A large number of people are exposed to EMF
worldwide, whereby adverse effects occur most like-
ly in the form of psychosomatic disorders, but epi-
demiological verification or toxicologically signifi-
cant dose-response relationships cannot be estab-
lished in a statistically well-founded manner for the
doses that occur in reality. There is nonetheless a
need for risk policy action here, for a major mobiliza-
tion potential stems from risks to which many people
are exposed and whose effects, while remaining be-
low the statistical significance threshold, cannot be
entirely excluded. The perceived EMF risk potential
illustrates prototypically the general unease of peo-
ple when confronted with novel technologies, partic-
ularly those that are an expression of modernization
and globalization (Section C).

Table D 2.4-1
Application of the evaluation criteria to the risk potential of electromagnetic fields (EMF). This belongs to the Medusa risk
class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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D 3.1
Perspectives on infectious diseases

Infectious diseases are the leading cause of death in
the world, followed by cardiovascular diseases and
cancer (Table D 3.1-1).The Council has concentrated
on infectious diseases, as these constitute risks that
have global relevance, can cause great damage in the
event of outbreaks and mostly involve a people-envi-
ronment-people chain of causation. The following
discussion considers exclusively infections with an
epidemic or pandemic potential.

The present report does not treat infectious dis-
eases that require a carrier (vector) for transmission
to humans, nor those that are waterborne (Favela
Syndrome), despite their global relevance, as these
have already been discussed by the Council in detail
elsewhere (WBGU, 1998a). Here we shall focus
rather on so-called new infectious diseases.These are
diseases caused by pathogens that have only
emerged in the past two decades and are conse-
quently a subject of particularly intensive public de-
bate. As prototypes of different forms of risk emer-
gence, potentials and management, we shall examine
AIDS (Acquired Immune Deficiency Syndrome), in-
fluenza A and bovine spongiform encephalopathy or
the new variant of Creutzfeldt-Jakob disease
(BSE/nv-CJD).

D 3.1.1
Global perspectives

HIV/AIDS and influenza A
For the occurrence of both diseases, links can be
identified with a number of core problems of global
change. Worldwide, 31 million people are currently
infected with the human immunodeficiency virus
(HIV). Roughly every 10 years, severe epidemics
caused by influenza A subtypes occur, individual
pandemics having claimed up to 20 million lives (as
did the ‘Spanish’ influenza pandemic in 1918).

The spread of both diseases is promoted or indeed
made possible at all by national and international
mobility and by urban lifestyles, both of which great-
ly increase contact frequencies. Drug abuse also plays
a decisive role here. Homosexual people are also par-
ticularly at risk, as are societies in which sexual part-
ners are frequently changed.

For AIDS, the magnitude of damage can already
be assessed relatively accurately.Already, 15 years af-
ter its spread, high levels of infection and mortality
have led in some regions of the world to distinct dam-
age-related structural changes (rising poverty, high
number of orphans, increasing secondary infections).

For influenza A, there is a relatively high proba-
bility of occurrence of the periodic emergence of a
new, highly virulent subtype (approximately every
10–20 years). The catastrophic potential is deter-
mined by both biological effects that lie in the nature
of the virus itself and by increasing urban concentra-
tion and mobility.

Bovine spongiform encephalopathy/new-
variant Creutzfeldt-Jakob disease
As a consequence of world population growth, food
production is being intensified in order to optimize
yields. Bovine spongiform encephalopathy (BSE,
‘mad cow disease’), is directly associated with inten-
sive livestock farming practices in which meat wastes
have been fed to herbivorous animals with the aim of
enhancing yields. Spongiform encephalopathies are
special infectious diseases that occur in different

Cause Deaths

[Million] [%]

Infectious diseases 17 32.7
Cardiovascular diseases 15 28.8
Cancer 6 11.5
Respiratory diseases 3 5.8
Others 11 21.2

Total 52 100.0

Table D 3.1-1
WHO estimate of main causes of death in 1996.
Source: WHO, 1997c
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forms in humans and in animals. A special character-
istic is that they also - if albeit rarely - occur sponta-
neously without infectious contact. In 1996 a new
spongiform encephalopathy was discovered in hu-
mans. This is termed new-variant Creutzfeldt-Jakob
disease (nv-CJD) and has great similarity to BSE in
cattle. Studies carried out to date permit the assump-
tion that this is the human form of BSE. The issue of
BSE/nv-CJD is included in this report because
spongiform encephalopathies will continue to
emerge de novo after BSE has subsided. They thus
constitute a risk potential for humans.

It is completely uncertain whether major damage
can occur through BSE/nv-CJD. This is because the
latent period between infection and outbreak of the
disease, currently estimated at 15–20 years, is not yet
precisely known. If it should transpire that there is a
high transmission rate from infected cattle to hu-
mans, then a considerable magnitude of damage must
be expected in view of the approximately 750,000 in-
fected cows that had been utilized for human con-
sumption by the end of 1995.

Other infectious diseases constituting a
global risk potential
Tuberculosis, triggered by Mycobacterium tuberculo-
sis hominis, is presumably at present the most fre-
quent infectious disease worldwide, causing some 3
million deaths per year. It is transmitted exclusively
from person to person, and only anthropogenic fac-
tors play a role in its spread (urban concentration,
wars, depressed immune status). As there is no clear
environmental link, tuberculosis shall only be treated
in this report as a consequence of AIDS and as an ex-
ample of the development of resistance to therapeu-
tic agents.

Much the same applies to syphilis and gonorrhea,
which, as sexually transmitted diseases (STDs),
spread exclusively by anthropogenic pathways and
are presently resurgent. In contrast to tuberculosis,
whose resurgence is a consequence of AIDS, STDs
constitute a considerable risk factor for contracting
AIDS. STD therapies therefore have a prime role to
play in public health strategies for combating AIDS.

D 3.1.2
Environmental perspectives

In addition to the relevant anthropogenic factors that
lead to the people-environment-people chain, the
‘new’ pandemics, in particular, are characterized by a
further environmentally related aspect:AIDS and in-
fluenza are caused by viruses characterized by a high
instability of their genetic material. They are thus ca-
pable of changing rapidly, which is tantamount to a

high degree of adaptability to potential new hosts.
Thus HIV, similar to influenza A which will be dealt
with later in this chapter, is a prime exemplar of a dis-
ease whose pathogenic reservoir in mammals and
birds has been able to cross species barriers and also
infect humans. These pathogens thus have an envi-
ronment-people component that is of a purely bio-
logical nature.

In the case of BSE/nv-CJD, transmission to cattle
and possibly from cattle to humans is exclusively at-
tributable to human action.

D 3.2
Damage potentials, present risk management and
characterization

D 3.2.1
HIV/AIDS

In the 1960s, the battle against infectious disease had
reached a pinnacle of success, with smallpox eradi-
cated by WHO programs and polio and tetanus un-
der control by efficient vaccination. However, the
limits of infection control were already becoming vis-
ible then. They were apparent in the failure of the
WHO program to eradicate malaria and in the be-
ginning growth of bacterial resistance. In 1979 one of
the leading medical journals published an editorial 
titled “Pandora’s Box reopened?”. The author pre-
sented an until then hypothetical scenario of a global
resurgence of epidemic diseases. The emergence of
‘new’ epidemics was feared (Schwartz, 1979). By
1983 it was plain that a new epidemic disease of pan-
demic potential had indeed emerged, caused by the
human immunodeficiency virus type 1 (HIV) and
lethal with great certainty.

HIV viruses are retroviruses. They are named af-
ter an enzyme (reverse transcriptase) which they
contain. Retroviruses were known since 1910 from
ani-mal experiment systems, where they were identi-
fied as tumor-inducing agents (Peyton Rous, 1966
Nobel Prize). Human-pathogenic retroviruses were
described for the first time in 1980 by Gallo (human
T-cell lymphotropic virus, HTLV-1 to HTLV-3). Ini-
tially, only their tumor-inducing effect was recog-
nized (adult T-cell leukemia in the Caribbean popu-
lation). It was only later that HTLV-3, renamed HIV-
1 (Brun-Vezinet et al., 1984; Gallo and Reitz, 1985),
was identified as the pathogen of the AIDS syn-
drome. Current knowledge suggests that the HIV-1
infection (termed HIV in the following) had already
emerged in the 1940s through a viral change of host
from animals (chimpanzees, Central Africa) to hu-
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mans by genetic adaptation of the pathogen to the
new host (Williams et al., 1983; Zhu et al., 1998).

Of the above human retroviruses, only HIV has at-
tained global relevance. It infects cells of the immune
system in the blood, lymphatic nodes and spleen.This
takes place exclusively via direct contact with infect-
ed blood or other infected body fluids. The viral
genome, which contains ribonucleic acid, is tran-
scribed by viral reverse transcriptase and integrated
as a provirus in the genome of the host cell. After
HIV infection, the immune reaction of the organism
follows a characteristic cyclical course marked by an
interplay between virus and immune system. Here
both the viral load and the number of immunocom-
petent cells in the blood vary intermittently (anti-
genic drift), while on the viral side characteristic
shifts occur in the antigenic effect of the virus which
are partially caused by the formation of HIV mutants
(antigenic shift).Thus after infection an evolutionary
process between virus and immune system deter-
mines the period that elapses between infection and
the onset of symptoms of disease (latent period).
Throughout this latent period, the immune system is
increasingly weakened by a steady loss of immuno-
competent cells. The immune response of the organ-
ism is increasingly circumvented by mutation and in-
tegration of the virus in the host genome. A crucial
aspect is that the weakening of the immune system
leads to an increase of so-called opportunistic infec-
tions by agents that are normally not pathogenic to
humans but if untreated are 100% lethal to people
suffering from AIDS (e.g. Pneumocystis carinii).

The HIV/AIDS pandemic is comprised of many
regional epidemics. These differ considerably in
terms of time of commencement, main transmission
pathways and development of new infections.Widely
differing damage potentials are thus apparent in dif-
ferent parts of the world (Table D 3.2-1). This is con-
ditioned by social patterns of behavior (e.g. drug
abuse, promiscuity) and - of fundamental importance
- major differences in the capacity to educate the
public and to implement self-protection measures.
This is very clear for women in Asian and African
countries. WHO estimates (WHO, 1997a) suggest
that 30.6 million people are infected with HIV or al-
ready suffer AIDS worldwide. Of these, 68% live in
Sub-Saharan Africa and a further 24% in South Asia,
South-East Asia and Latin America. 41% of HIV-in-
fected people are women.

Owing to exclusively anthropogenic factors, the
propagation pattern of the disease is country-specif-
ic, regionally different and modifiable. Apart from
transmission by banked blood, it is almost exclusive-
ly transmitted by unprotected sexual contacts (in
particular where there is promiscuity and prostitu-
tion) and by the joint use of injection syringes. In

North America and Europe, mainly high-risk groups
have contracted the disease in which these patterns
of behavior often occur in combination (homo- and
bisexual men, drug addicts). In North Africa, by con-
trast, due to regional socio-cultural features one or
several of these forms of behavior are also wide-
spread among parts of the heterosexual population
(WHO, 1997b).

In Europe and North America, the number of peo-
ple infected with HIV and suffering AIDS peaked at
the end of the 1980s, leveling off in 1993/94 at a
prevalence of 0.3–0.6% (Fig. D 3.2-1). This success
was brought about by preventive measures such as
education and advice on risks and protection options,
medical care for those affected, effective treatment
of secondary diseases and infections and strict con-
trols on blood products. The present course of the
pandemic in Europe and the USA illustrates that the
spread of the virus can in principle be contained by
means of deploying and further developing these
measures. Since 1996, mortality has even fallen dis-
tinctly in Europe and North America. This is certain-
ly mainly due to the introduction of effective thera-
pies, in particular therapies combining chemothera-
peutic agents with protease inhibitors. However, in-
fection incidence is not dropping to the same degree.
Indeed, in the USA, for instance, the share of hetero-
sexual transmission is slowly rising (Fig. D 3.2-2).

In a global perspective, the damage caused by the
HIV/AIDS pandemic is on the rise. With an estimat-
ed 16,000 new infections per day, more than 40 mil-
lion cases are forecast for the year 2000 (WHO,
1997a).The epidemic is currently coming to a head in
Sub-Saharan Africa (Table D 3.2-1). The infection
rate among adults there has risen to 7.4%. In individ-
ual countries such as Uganda, severe societal changes
have already occurred (age structure, decimation of
the economically and socially active population). In
some countries, AIDS has caused life expectancy to
plummet, for instance by 22 years in Zimbabwe
(UNDP, 1998). In the most densely populated regions
of the world, such as South Asia, South-East Asia and
China, the infection only began to spread at the end
of the 1980s, and is developing a great regional dy-
namism. In Vietnam, for instance, the prevalence of
HIV escalated within two years from 1% to 44% in
certain groups of society. In India, the number of
HIV/AIDS cases is currently estimated at 3–5 mil-
lion. Among truck drivers in Madras, who systemati-
cally infect themselves through prostitutes, a growth
in the infection rate was observed from 1.5% in 1995
to 6.2% in 1996.

There are three prime biological risk amplifiers
for HIV infection: latency, genetic instability and co-
infection.
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Latency
Due to its 10-year latency (the period between HIV
infection and clinical manifestation of the AIDS syn-
drome) the virus is able to spread unnoticed if HIV
infestation is not monitored adequately (a transcon-
tinental prevalence of HIV already existed long be-
fore the first epidemiological registration of the
AIDS syndrome). It follows that exclusively register-
ing the incidence of AIDS cases while not registering
HIV infections in the latency stage leads to a greatly
delayed registration of new epidemiological develop-
ments. The ‘time window’ between infection and de-
tectability of antibodies amounts to several weeks.
This is why schemes for monitoring banked blood
and blood products that are based on detecting HIV
antibodies continue to be unable to promise absolute
safety.

Genetic instability
The genetic instability of the retroviruses is an out-
come of their propensity for aberrations in the two
central transcription processes in the infection cycle
(reverse transcription of the RNA genome and tran-
scription of proviral DNA) and of DNA recombina-

tion events among subtypes within an infected or-
ganism. The following brief listing of the conse-
quences that genetic instability has for the persisten-
cy of the virus illustrates impressively that high pri-
ority continues to need to be given to basic retrovirus
research. Genetic instability permits
• Rapid adaptation of the virus to changing selec-

tion pressure;
• Circumvention of effective long-term natural im-

munity through rapid changes of immunogenic vi-
ral epitopes (components of the virus membrane
that stimulate the immune system);

• High probability of the formation of resistance
against antiviral drug therapies, and hampered de-
velopment of vaccines;

• Transmission across the species barrier (e.g. be-
tween apes and humans);

• Further development of the virus and formation
of new subtypes with negatively modified charac-
teristics (e.g. increased virulence through changed
or extended cell specificity).

Table D 3.2-1
Regional HIV/AIDS statistics and attributes.
Source: UNAIDS, 1997

Region Outbreak HIV/AIDS Prevalence Proportion HIV-negative Main
of epidemic infected among of women children having transmitters

adults adults infected lost one or both
and children [%] [%] parents 

to AIDS

Africa/ late 1970s, 20,800,000 7.4 50 7,800,000 Heterosexuals
Sub-Sahara early 1980s

North Africa, late 1980s 210,000 0.13 20 14,200 Intravenous drug
Middle East users and addicts

South and South- late 1980s 6,000,000 0.6 25 220,000 Heterosexuals
East Asia

East Asia, late 1980s 440,000 0.05 11 1,900 Intravenous drug
Pacific users and addicts;

homosexuals

Latin America late 1970s, 1,300,000 0.5 19 91,000 Homo- and
early 1980s heterosexuals

Caribbean late 1970s, 310,000 1.9 33 48,000 Heterosexuals
early 1980s

Eastern Europe, early 1990s 150,000 0.07 25 30 Intravenous drug
Central Asia users and addicts

Western Europe late 1970s, 530,000 0.3 20 8,700 Intravenous drug
early 1980s users and addicts

North America late 1970s, 860,000 0.6 20 70,000 Homo- and
early 1980s heterosexuals

Australia, late 1970s, 12,000 0.1 5 300 Homosexuals
New Zealand early 1980s

Total 30,600,000 1.0 41 8,200,000
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Figure D 3.2-1
Development of deaths caused by HIV in the USA (men, age group 25–44).
Source: CDC, 1996
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Development of HIV infections in various risk groups in the USA.
Source: CDC, 1997
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Co-infection
The weakening of the immune system by HIV leads
not only to an increase of opportunistic infections,
but also favors ‘old’ pathogens, particularly tubercu-
losis.This is the most frequent cause of death of HIV-
infected individuals (40% in North Africa, and 30%
of all HIV cases). Two thirds of all tuberculosis cases
in the world are located in Asian countries, with their
large conurbations and rising levels of HIV infection.
In fact, here the two epidemics combine synergisti-
cally, which not only considerably amplifies the mag-
nitude of damage of HIV infection, but is presently
also massively influencing the epidemiology of tu-
berculosis.

It has recently become apparent that the strong
spread of conventional sexually transmitted diseases
(STDs), e.g. syphilis and gonorrhea, enhances the
probability of HIV virus transmission by a factor of
10–100. Owing to their inadequate treatment in de-
veloping countries, STDs thus constitute a key mech-
anism in the rapid heterosexual spread of AIDS. A
study in Mwanza, Tanzania, observed a 42% drop in
the rate of new HIV infections in a rural population
thanks to the early treatment of STDs (WHO,
1997b).

The anthropogenic risk amplifiers lead to a high
division rate, with a corresponding selection pressure
among HIV subtypes. This in turn harbors a biologi-
cal risk potential, for in view of the known muta-
genicity of the virus it is possible that new subtypes
can form with modified virulence behavior. Such a
scenario also entails the possibility of new waves of
infection in countries where the incidence of infec-
tion has currently been brought under control.

Measures
The present anti-retroviral drug therapy is undoubt-
edly a breakthrough, as it considerably reduces the
number of opportunistic infections. It costs at least
US-$ 12,000 per person annually and is thus not ac-
cessible to most of the HIV-infected people of this
world. In a North African country, in which typically
approximately 10% of the population is infected with
HIV, only about US-$ 10 is spent for health care per
inhabitant and year. At the current cost of therapy,
treating the HIV-infected inhabitants alone would
exceed the health budgets of these countries by a fac-
tor of more than 100.

Thanks to extensive epidemiological studies, the
transmission pathways of HIV/AIDS are now well
known and an array of effective preventive measures
have proven themselves in practice. However, in
many countries a lack of effective implementation
remains. In India, health system expenditure is ex-
pected to rise by 30% by the year 2010 if the spread
of HIV infection continues at its present rate

(Ainsworth, 1998). Evidently the way in which the
HIV/AIDS risk is handled differs widely around the
world and requires regionally appropriate strategies.
It is essential that states set priorities. Developing
countries should concentrate their scarce resources
for containing the AIDS epidemic upon prevention,
particularly upon developing efficient infection pre-
vention. Here tools of global relevance include statu-
tory regulations aimed at prevention, educating the
public about the risks of infection and the options for
protection in order to preclude new infection, and
advice aimed at strengthening the responsible behav-
ior of individuals. Programs that have concentrated
preventive measures upon those at a high risk of
transmission have proven highly effective (e.g. use of
condoms among prostitutes in Nairobi or Thailand)
and should therefore have priority (Ainsworth,
1998). Epidemiological surveillance of the
HIV/AIDS epidemic that identifies new and old
high-risk groups and is continuous and as compre-
hensive as possible is an absolutely essential precon-
dition to effective countermeasures of this kind.

The Centers for Disease Control and Prevention
(CDC) in Atlanta, USA offer an excellent example
of possible nationally and internationally institution-
alized surveillance tools with regard to new and al-
ready existing epidemiological risks. CDC routinely
collates surveillance data from medical reports that it
receives from local health authorities and checks
data quality by comparing different sources. It is
thanks to CDC that it was rapidly understood that
the newly observed symptoms were in fact a spread-
ing epidemic syndrome. CDC defined AIDS in 1981
on the basis of the occurrence of rare opportunistic
illnesses and infections (e.g. Kaposi’s sarcoma and
Pneumocystis carinii pneumonia) in groups of young,
homosexual men on the American west coast.
Mandatory registration was introduced in the USA
for newly diagnosed AIDS cases, involving the
preparation of uniform case reports. These contain
data on demography, the name of the diagnosing lab-
oratory, the risk history and clinical status of the pa-
tient and information on therapy. Studies have shown
that 90% of all illnesses meaning AIDS under the
CDC definition are actually registered. On the basis
of the almost complete epidemiological data and the
transmission pathways deduced from these, the pub-
lic health services of the USA were already able to is-
sue recommendations for prevention of infection in
1983.

The example of the CDC illustrates clearly the key
position that attaches to specialized, internationally
operating surveillance institutions that use the analy-
sis of epidemiological data at a high scientific level
and with high efficiency to exercise control functions.
Such institutions are successful in controlling global
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risks if they form an interface between basic scientif-
ic research and national and supranational authori-
ties.

In structurally weak countries, in particular, devel-
oping and implementing the epidemiological surveil-
lance of preventive measures and research projects
requires support by international institutions or bi-
lateral assistance. The global monitoring of the
HIV/AIDS pandemic is conducted by WHO and
UNAIDS (Joint United Nations Programme on
AIDS). Epidemiological data are notified by region-
al offices and by the health ministries of the member
states. Under WHO’s Global Programme on AIDS
(GPA), financial assistance was provided for activi-
ties against AIDS in more than 150 countries.The ob-
jectives were to establish national AIDS programs, to
improve management capacities and to coordinate
international research tasks.The program terminated
formally with the establishment of UNAIDS in 1996.
WHO supports and collaborates with UNAIDS
through its Office of AIDS and Sexually Transmitted
Diseases (ASD), which was also established in 1996.
UNAIDS further receives support from UNDP,
UNICEF, UNESCO, UNFPA and the World Bank.

WHO’s global epidemiological surveillance is de-
pendent upon the completeness and reliability of the
data delivered by the national monitoring systems.
Estimates of infection rates in regions without effec-
tive infectious disease surveillance are based on
model calculations which, in turn, are based on infor-
mation from countries which have relatively compre-
hensive data. WHO nonetheless found itself com-
pelled to correct its estimate of HIV/AIDS infections
for the year 1996 upwards from 22.6 to 27 million and
its estimate of new infections in 1996 from 3.1 to 5.3
million. This was mainly due to the erroneous esti-
mate of the development in Sub-Saharan Africa.The
model calculation had been based on relatively ex-
tensive data from Uganda, where in past years infec-
tion rates have been brought under control by means
of successful preventive measures. However, the cal-
culations were confounded by the situation in Nige-
ria and South Africa, where robust data have only re-
cently become available (WHO, 1997a).These events
illustrate that the collection of complete epidemio-
logical data is indispensable for high-quality risk
characterization.

D 3.2.2
‘Hong Kong bird flu’ (avian influenza)

Influenza viruses comprise a large group of different
subtypes, which cause grippal clinical pictures with
infections of the upper respiratory tract through to
severest lethal pneumonia. Humans are infected by

types of the influenza A and B viruses. Influenza A
further infects pigs, horses, marine mammals and
birds. Influenza A subtypes differ by structures on
their surface that have been identified biochemically
as glycoproteins. The influenza subtypes are named
according to these glycoproteins, which function as
binding proteins for the attachment of the virus to
the body cells that it infects. They thus determine the
spread of the pathogen in the organism, its virulence
and consequently its hazard potential. The hemag-
glutinins H1–H15 and neuraminidases 1–9 are such
glycoproteins. In birds, all of these types can lead to
infection. In humans, epidemics are caused by the in-
fluenza A subtypes H1, H2 and H3 and by influenza
B. The subtypes H5 and H7 occasionally lead to very
severe epidemics in birds, particularly chickens and
turkeys.

Influenza A infections have a relatively high cata-
strophic potential, as they very regularly lead to ma-
jor epidemics or pandemics at intervals of about
15–20 years. In the past these have been associated
with a widely varying and partly high mortality rate,
and thus constitute a major risk potential. Larger epi-
demics have been attributed retrospectively to dif-
ferent, mostly completely unknown influenza A sub-
types. The influenza A H3N2 subtype was thus iden-
tified for the first time in the 1968 epidemic in Hong
Kong. Influenza A H2N2 was identified and charac-
terized for the first time as a causal agent in connec-
tion with another epidemic in 1957. Phylogenetic
studies have shown that these newly formed subtypes
came from avian influenza A and entered the human
population after recombination with a human in-
fluenza virus strain (Webster and Laver, 1972;
Scholtissek et al., 1978). The currently favored hy-
pothesis for the emergence of the pandemic influen-
za viruses of 1957 and 1968 proceeds from the as-
sumption that pigs served as a ‘cauldron’ for recom-
bination between avian and human influenza viruses.
In the major epidemics of the past, the recombina-
tion process with a human influenza virus has often
been a precondition of effective human-to-human
transmission.

The most severe influenza pandemic, viewed by
some authors as the worst pandemic in human histo-
ry, took place in 1918 (‘Spanish’ influenza) and
claimed about 20 million lives. In 1997, studies of con-
served lung tissue using the methods of modern mol-
ecular biology were able to identify retrospectively
the responsible pathogen as an influenza A subtype.
It is assumed that this virus entered the human pop-
ulation without recombination with a human influen-
za virus (Taubenberger et al., 1997).

The following events have led to the realization
that avian influenza subtypes can directly infect hu-
mans without an intermediate recombination step

Damage potentials, present risk management and characterization D 3.2
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necessarily needing to take place. In May 1997, an H5
subtype was isolated from the respiratory tract of a
fatally infected child in Hong Kong. Shortly before, it
had become known that influenza epidemics had oc-
curred on chicken farms in the area.A comparison of
the molecular biology of viruses isolated from chick-
ens with that found in the child showed that the gene
sequences were identical apart from three amino-
acid positions. It followed that the virus that had led
to lung failure of the child was genetically identical to
an H5 avian influenza virus (Claas et al., 1998). In the
autumn of 1997, a further 16 cases of severest pneu-
monia became known in which the virus isolates
were of the H5 type (Marwich, 1998; Yuen et al.,
1998). It was thus clear that, owing to their capacity
for adaptation, H5 avian influenza A subtypes can in
certain cases cross the species barrier between birds
and humans. As a consequence of this finding and in
view of the fact that H5 subtypes were detected in
10% of the animals on sale, all poultry in Hong Kong
was culled.The fact that no further cases have yet oc-
curred supports the assumption that fortunately so
far the pathogen is only transmitted from animal to
human but not from human to human.

Which preconditions must be in place to ensure
such an efficient risk assessment and management ef-
fort as in the case of the ‘Hong Kong flu’ outbreak?
A crucial element was the rapid action of an expert
team deployed by CDC in consultation with local au-
thorities. Here, as in the identification of the causes of
AIDS, rapid success was brought about by the early
involvement of specialized scientists from the US dis-
ease surveillance authority, with the epidemiological
studies conducted immediately by this team, using
state-of-the-art scientific methods on site. For the
timely risk management of infections with new
pathogens, it is urgently recommended that such
tools are maintained in readiness in close coopera-
tion with basic research.

The small H5 avian influenza epidemic in Hong
Kong in 1997 described above was characterized by
high lethality (approximately 40% of cases leading to
death), similar to the 1918 pandemic. Further in-
fluenza pandemics are inevitable, the probability of
occurrence of genetic recombination of a highly vir-
ulent avian virus with a human influenza A subtype is
high (Walker and Christie, 1998). It must be expected
in such a case that human-to-human transmission is
major and the catastrophic potential is very high. Un-
like in 1918, such a virus would now encounter a
highly mobile global population that is more concen-
trated in urban areas.These factors must be expected
to act as anthropogenic amplifiers, leading to damage
of global magnitude.

Presently, dealing with influenza epidemics can
only consist of preventive measures, i.e. vaccination

targeted specifically at the relevant subtypes. One
vaccine against H1 strains is currently available,
which can naturally only afford protection against a
limited spectrum of the human pathogenic influenza
A subtypes. There is at present no efficient therapy
for newly emerging subtypes, because antiviral
chemotherapeutic agents are ineffective and there
are no vaccines against these subtypes. In this situa-
tion, pandemics with new subtypes can only be coun-
tered by isolating infected individuals and eliminat-
ing potential reservoirs (e.g. infected poultry). The
facts set out above throw in stark relief the great im-
portance of researching infection immunology and
developing vaccines. For instance, it is recommended
that vaccines against influenza H5 strains be devel-
oped immediately (Belshe, 1998).

D 3.2.3 
Bovine spongiform encephalopathy/new variant
of Creutzfeldt-Jakob disease

Various forms of spongiform encephalopathies, char-
acterized by certain morphological changes in the
brain, are known in humans and in animals. Six dif-
ferent forms occur in humans, of which the most re-
cent was described for the first time in 1996 as a new
variant of Creutzfeldt-Jakob disease (nv-CJD).
Spongiform encephalopathies are partially heredi-
tary, while a partially infectious transmission mode
has been identified. A disease transmitted by canni-
balism in New Guinea (Kuru) and the transmission
of hereditary human spongiform encephalopathies
to apes are examples of their infectiousness (Masters
et al., 1981). Common to these diseases is the special
nature of the infectious agent, which has not yet been
fully clarified. It is now assumed that this is not a con-
ventional virus, but a modified form of a normal pro-
tein structure, a so-called prion. Prions are proteins
highly resistant to thermal and chemical influences,
and in their normal form are natural components of
nerve cells. The human prion protein is a glycopro-
tein composed of 253 amino acids. It is expressed on
the cell surface and its function is not known. Inter-
estingly, mice in which the gene for the normal prion
protein is deactivated cannot be infected with infec-
tious prions. The infection process is based on a
change in the conformation (chemical structure) of
the prion proteins (conversion). There are partial
species barriers to infections; for instance, mouse pri-
on protein can be converted (infected) by the infec-
tious form of the mouse prion protein, but not by the
infectious isoform of the hamster prion protein. In
rare cases, the conversion process can also occur as a
spontaneous event that does not involve an external-
ly introduced infectious prion.This happens in hered-
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itary prion diseases among family members who al-
ready carry a mutated prion protein.

Prion diseases, also termed transmissible spongi-
form encephalopathies (TSEs), are overall very rare
diseases. They have attracted greater public interest
due to the emergence of the new bovine spongiform
encephalopathy (BSE) in Great Britain.The Council
has selected BSE as a topic of the present report be-
cause its emergence typifies the risks associated with
intensive livestock farming. Moreover, the way in
which this new disease was initially dealt with is an
instructive example of the consequences of a perhaps
inappropriate risk estimation.

BSE can be transmitted experimentally to many
mammal species, including apes (Lasmezas et al.,
1996), in which it produces a clinical profile similar to
that described for the first time in 1996 in humans as
nv-CJD. Unsteady gait and psychiatric problems pre-
dominate at the onset of the disease, later followed
by dementia and muscle spasms. The pathological
profile of the spongiform encephalopathy of these
animals also corresponds to that of nv-CJD. Experts
do not, however, presume that these observations al-
ready provide proof of the assumption that nv-CJD
is the human form of BSE. More convincing are the
findings of transmission experiments of spongiform
encephalopathies of various animal species (sheep,
ox), of classic CJD and of nv-CJD to genetically iden-
tical mice. These have shown that the pathological
and clinical changes produced in the animals were
only identical for the transmission of BSE and of nv-
CJD. Leading scientists therefore assume that nv-
CJD and BSE are caused by the same strain of infec-
tious agents. This moreover causes the spongiform
encephalopathies in cats, and causes other new dis-
eases in other ruminants that have only been ob-
served for a few years in Great Britain.

The first case of BSE in cattle was reported by the
British government in November 1986 (Wells et al.,
1991). In the period from 1988 to 1997, more than
170,000 such cases were confirmed (Anderson et al.,
1996). Before the entry into force in 1989 of the spec-
ified bovine offals (SBO) ban, which prohibited feed-
ing meat and bone meal to ruminants, some 440,000
to 580,000 infected animals are assumed to have been
utilized in Great Britain for human consumption and
at least a further 250,000 by the end of 1995. At that
point the number of BSE cases, which had been in
decline since 1993, dropped markedly (Table D 3.2-
2). It is presently estimated that in England the meat
of 200–300 infected animals that display no symp-
toms of disease is marketed annually. Only small
numbers of BSE-infected cattle have been notified in
other countries, with Switzerland leading the table
with some 250 animals before 1997. However, in 1998
13 newly infected animals were notified by October

in France and 67 in Portugal. Serious indications of a
greater spread of the BSE pathogen have recently
emerged in Portugal. In view of plain infringements
of safety regulations in Portugal, the European Com-
mission found it necessary to impose an export ban
upon both beef and live cattle from that country.

Epidemiological data on the Creutzfeldt-Jakob
disease have been surveyed since 1990 in Great
Britain, and since 1992 or, respectively, 1993 in other
European countries. In Germany, a task force sup-
ported by the Health Ministry has been working on
the epidemiology and pathology of CJD since 1993.
This disease has been notifiable in Germany since
1994. Attempts to cross-validate the register of noti-
fied cases kept by the Robert Koch Institute with the
ongoing epidemiological studies are difficult for rea-
sons of protection of data privacy. Data produced by
a concerted action of Germany, France, Great
Britain, Italy and the Netherlands launched by the
EU in 1993 are shown in Table D 3.2-3.

In March 1996, the Creutzfeldt-Jakob Surveillance
Unit in Great Britain reported ten cases of a new
variant of CJD (Will et al., 1996). One case was ob-
served in France. Although not all cases were pub-
lished in the scientific press, there were a number of
further cases reported confidentially by the CJD Sur-
veillance Unit in Edinburgh to the group working to-
gether under the EU program. According to this in-
formation, a total of 29 cases of nv-CJD established
by autopsy have been registered in Great Britain. In
Germany no cases of nv-CJD have yet been ob-
served.

Due to uncertainties that continue to prevail in
important points, not even order-of-magnitude state-
ments can be made as to how many cases of nv-CJD
are to be expected in England in the future. If, as the
majority of experts now assume, nv-CJD can be trig-
gered by transmission of BSE to humans, then at
least in exposed countries no prediction is possible
because the incubation period is unknown. However,
it can be said that if this assumption is confirmed

Table D 3.2-2
Confirmed BSE cases in Great Britain.
Sources: MAFF, 1996, 1998

Year BSE cases

1988 2,469
1989 7,137
1990 14,181
1991 25,032
1992 36,680
1993 34,370
1994 23,945
1995 14,300
1996 8,016
1997 3,373
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many people may contract nv-CJD, as some 750,000
infected animals have been processed for human
consumption. This is why in 1998 the European
Union provided considerable funding for risk evalu-
ation.

Neither the infectiousness nor the clinical behav-
ior of the new variant of CJD have yet been re-
searched adequately to estimate with sufficient cer-
tainty the number of future infections. Evidently a
very specific genetic constellation (methionine ho-
mocygosity at codon 129 of the gene) must be present
for individuals to contract nv-CJD. Other than in the
classic form of CJD, the pathogen of nv-CJD is de-
tectable in the adenoid tonsils, lymph nodes and
spleen. It is thus not improbable that the infectious
nv-CJD prion is also present in the blood - perhaps
only transiently. Practically nothing is known about
the pathogen density in other organs. It must be not-
ed that those who have contracted nv-CJD up until
now have all been very young and have belonged to
that segment of the population that frequently do-
nates blood. If it should transpire that the nv-CJD
pathogen is actually present in larger densities in the
blood or in other tissues and organs, alarming conse-
quences of epidemic magnitude cannot be excluded,
e.g. through blood transfusion.

In Germany, the Health Ministry has supported,
since 1993 a study program on the epidemiology, ear-
ly diagnosis and molecular pathology of human prion
diseases. Cases in which infection is suspected are ex-
amined clinically by a group of specialized doctors,
the prion gene is analyzed and after death of a pa-
tient efforts are made to carry out an autopsy.An up-
surge in the incidence of CJD or the appearance of a
new variant would thus most probably be discovered,
but a certain diagnosis of CJD is presently only pos-
sible by means of an autopsy of the brain. A further
difficulty is that in Germany the proportion of au-
topsies is very low and is continuing to drop. It is
therefore highly probable that despite the activities
of the ministry-supported working groups a large
proportion of any patients contracting nv-CJD
would not be discovered, so that a major uncertainty
factor continues to remain.

It is noteworthy here that in the USA a deficit of
specific medical training programs on infectious dis-
eases has currently been identified. There is particu-

lar concern over deficiencies in infection pathology,
which is impacting negatively upon ongoing epidemi-
ological studies.This has led to the establishment of a
new section for infection pathology in Atlanta and to
the expansion of existing facilities (Schwartz, 1997).
In order to effectively counter the future challenges
of ‘new’ and ‘old’ infectious diseases, it is recom-
mended that such activities are extended and that
medical training in all related branches is strength-
ened.

On some points, leading scientists have leveled
harsh criticism at the way in which the BSE/nv-CJD
risk has been managed up until now. In England, re-
search efforts were meager until 1997, only £ 38 mil-
lion having been expended by the end of that year.
For culling cattle, in contrast, £ 1,500 million were
spent in 1997 alone. Unfortunately, no commercially
available BSE test yet exists that is suitable for ex-
amining living cattle or humans. The same applies to
diagnostics during the incubation period - here a di-
agnostic statement can be made neither for freshly
slaughtered nor living animals. Diagnostic approach-
es have only recently emerged, such as the develop-
ment of a western blot test for detecting infected
brain tissue. An EU program endowed with ECU
21.9 million was adopted in February 1998 with the
aim of remedying the diagnostic deficit. In total, the
EU committed ECU 50 million to these issues in its
fourth Framework Programme for Research. In Ger-
many, funds amounting to some DM 15 million have
been granted for researching prion diseases in the
1993–2000 period.

In light of the thus limited options for action, the
German authorities have ultimately relied on cattle
owners and veterinarians to notify presumed BSE
cases. This approach can of course only be as good as
notification morale is. Furthermore, primary exami-
nations are presently not centralized but are carried
out by the authorities of the individual German
states (Länder) so that it is hard to check the com-
pleteness of examinations.To this day, the densities in
which the pathogen occurs in the different organs of
BSE-infected animals is scarcely known. Germany
has largely left it up to Great Britain to remedy these
deficits in knowledge. In Great Britain, there has
long been a state research monopoly, which has until
now yielded inadequate results. It must be asked

Germany France Italy The Great Britain 
Netherlands

1993 0.65 0.78 0.54 0.87 0.78
1994 0.76 1.04 0.53 1.0 1.02
1995 0.98 1.07 – 0.4 0.77
1996 0.87 1.18 0.76 – 0.67

Table D 3.2-3
Incidence of the
Creutzfeldt-Jakob disease in
European countries (cases
per year and million
inhabitants). The figures
released by Great Britain do
not include the new-variant
cases.
Source: Kretzschmar,
personal communication
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whether, when balancing the health of entire nations
against the highly economically determined interests
of Great Britain, the health policy interests of other
EU member states should not have been given
greater priority. In 1990 it was suggested that Great
Britain determine pathogen densities in different
cattle organs by means of inoculation in calf brains; it
has taken until 1998 for such experiments to be car-
ried out.

A further point of criticism is that BSE could be
imported from third countries via large volumes of
BSE-contaminated feedstuffs, and in some cases also
infected beef slaughter products, sold legally or ille-
gally to European or other countries. A scenario in
which relatively cheap, potentially hazardous feed-
stuffs were bought up in the early 1990s by Eastern
Europe and fed to animals there is conceivable and is
considered by many experts to be quite probable. It
is not possible to assess conclusively the extent of the
hazard posed to the populations of Eastern Euro-
pean and also EU countries. It is similarly uncertain
whether BSE was transmitted from cattle to sheep
through feeding infected bone meal and which haz-
ards this may pose.

An open, alternative way of handling new health
problems and a timely promotion of independent re-
search are fitting consequences that every govern-
ment should draw from the BSE epidemic.

D 3.3
Assignment to the risk classes

HIV/AIDS and influenza A: Cyclops-type
risks with transitions to Cassandra
HIV/AIDS is an impressive example of how a for-
merly completely unknown risk (i.e. of the Pandora
type) can be moved relatively rapidly by means of
continuous improvement of knowledge into the
Pythia class and from there to the Cyclops and par-
tially also Cassandra classes. The magnitude of dam-
age becomes increasingly assessable, the overall cer-
tainty of assessment higher. This has been the out-
come of an exemplary cooperation between basic
(retrovirus research for 60 years) and applied re-
search with the highly efficient surveillance of epi-
demiological data such as performed by the CDC.
Experience collated by means of internationally co-
ordinated data survey and infection containment
measures contributed rapidly to the precision of the
risk perception of the HIV/AIDS pandemic. The im-
pacts of the pandemic, although highly variable in
terms of ubiquity, can now be viewed as very large in
total. Persistency is also very high, possibly even per-
manent, if it should prove impossible to eliminate the
virus.The extent of social damage affects several gen-

erations, at least in the areas with high levels of in-
fection, and underscores the urgent need to set state
priorities in infection control. If politically underesti-
mated,AIDS can therefore quite well assume aspects
of the Cassandra class of risk. The range of the pan-
demic is essentially global, but effective measures are
available that permit drastic containment, at least at
the regional level. It is essential to disseminate these
containment measures in order to move the risk into
the normal area. As long as this does not succeed,
AIDS is a risk that in certain aspects can still be as-
signed to the Pythia class. For instance, mutagenicity
leaves the possibility of changes in the pathogen that
can lead to an altered pattern of infection with other
transmission pathways.The probability of occurrence
of such an HIV variant, with the consequence of an
even greater magnitude of damage, is unknown.

On the basis of historical experience and recent
findings in molecular genetics, the probability of oc-
currence of a highly virulent influenza A infection,
e.g. of the ‘Spanish’ influenza type, can be assessed
relatively accurately.The occurrence of such an event
is conditioned by biological factors, i.e. the risk po-
tential is partially biologically determined. If new
virus types emerge that are transmitted from human
to human, a very large magnitude of damage is possi-
ble. However, the probability of this occurring cannot
be stated.The risk potential for severe damage is cer-
tainly increased by human factors (high mobility, ur-
ban concentration). With its currently rather slight
mobilization potential in the public, the political rel-
evance of influenza infections does not entirely fit to
its risk potential. This risk thus also has transitions to
the Cassandra class.

BSE/nv-CJD: A Pythia-type risk
In exposed areas such as England, BSE/nv-CJD must
currently be assigned to the Pythia class of risk, in
view of the high uncertainty attaching to the proba-
bility of a large magnitude of damage (Table D 3.3-
1).Although the behavior leading to the risk (feeding
infected carcass meal) has probably ceased in the
meantime (with the exception of Portugal), the ex-
tent of impacts cannot be assessed with certainty.This
is due to a number of gaps in knowledge and a high,
ultimately still unknown latency. The uncertainty at-
taching to the probability of major damage occurring
and to the magnitude of damage is an outcome of the
long latent period between infection and outbreak of
disease. In this, it is similar to the early phase of
AIDS. In this phase the disease spreads further (un-
recognized). In the case of BSE, the disease is intro-
duced widely to the human food chain and possibly
also spreads to other animal species (e.g. from cattle
to cats or, this is still unclear, from cattle to sheep).
These anthropogenic factors make the estimation of
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the probability of occurrence of a damage that has
distinctly supranational dimensions all the more un-
certain. Although a major rise in the incidence of nv-
CJD has not yet occurred, risk evaluation for trans-
missible spongiform encephalopathies presently re-
mains uncertain. The EU therefore set up a program
on this issue in March 1998 with ECU 3.5 million
grant funding.The still largely complete lack of med-
ical data on human nv-CJD is a further major uncer-
tainty factor that clearly places this risk in the Pythia
class in exposed areas. Human-to-human infectious-
ness, with a possible transmission by blood, is still un-
known and would add a further dimension to the
damage. If, by contrast, it should transpire that the in-
fectiosity of the pathogens is strictly linked to rare
genetic preconditions then a much smaller magni-
tude of damage can be assumed. This constellation
calls for an approach that is restrictive for the time
being. There is a need for continuous and meticulous
epidemiological surveillance and rapid further devel-
opment of both evaluation tools (e.g. testing meth-
ods) and knowledge of infection mechanisms.

Table D 3.3-1
Application of the evaluation criteria to the risk potential of BSE (in England). This belongs to the Pythia risk class. Terms are
explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential



D 4Biological risks

D 4.1
Introduction

This section discusses risks that proceed from living
organisms or result from biological processes and re-
actions and that impact upon humans and other or-
ganisms. These risks concern the entire spectrum of
life, from microorganisms through to humans. In the
following we can therefore only treat some represen-
tative areas of concern and these only from the as-
pect of a global typology of risk. Risks that specifi-
cally concern human health have been treated sepa-
rately in Section D 3.

Land use changes and the associated destruction
and fragmentation of habitats are currently the
prime cause of the continuing loss of biological di-
versity (Heywood and Watson, 1995). The risks that
result from this for humankind and nature (such as
genetic erosion, the extinction of species and vari-
eties and the worldwide loss of ecosystem functions)
shall be treated in depth in the Council’s 1999 report.
In the following risk classification, too, great impor-
tance attaches to the loss of biodiversity, both as a
possible form of damage and as an amplifier of risk.

It is not always possible nor indeed purposeful in
the context of a risk assessment to distinguish strictly
between natural biological risks and such risks that
result from the utilization of biological resources.We
may say this in light of the circumstance that almost
all of the biota of the world are modified directly or
indirectly by human action or are at least influenced
(Fig. D 4.1-1). Today, there is no part of the planet on
which the anthropogenic influence is not noticeable:
in a global perspective, humankind has become the
dominant factor in the biosphere (Vitousek et al.,
1997).

Moreover, it is only through human agency that
biological risks attain globally relevant magnitudes.
For instance, invasion by alien species becomes a
global risk because the native species are put at risk
in many regions of the world with differing species
combinations and because this is triggered by inter-
national trade and transport.

For the following risk classification, two represen-
tative risks have been selected that are ultimately the
outcome of altered interactions (e.g. competition,
predator-prey relationships) between anthropogeni-
cally influenced species and species in indigenous
communities:
1. Ecological explosions of species and populations

(pathogens, pests, weeds, alien species).
2. Release and marketing of genetically modified

plants, in which humankind has not only broken
through evolutive and geographical barriers be-
tween organism kingdoms (microorganisms, ani-
mals, plants) but has also implemented new DNA
sequences.

Land transformation

Water consumption

CO2  concentration

Nitrogen fixation

Plant invasion

Bird species extinction

Ocean
fisheries

0 20 40 60 80 100
Change [%]

Figure D 4.1-1
Human intervention in the biota of the Earth. The figure
shows anthropogenic changes in important compartments of
the biosphere as a percentage of the pristine state (global
transformation of land surfaces, change in atmospheric CO2
concentration, worldwide exploitation of available surface
freshwater, terrestrial nitrogen fixation, introduced plant
species in Canada, bird species that have died out worldwide
over the past 2,000 years, overfished or extinguished marine
fish stocks).
Source: Vitousek et al., 1997
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D 4.2
Damage potentials, present management and
characterization of globally relevant biological
risks

D 4.2.1
Risks posed by anthropogenically influenced
species, with particular consideration of
biodiversity loss

D 4.2.1.1
Loss of biological diversity, stability and
ecosystem functions

Observations of food webs suggest a positive con-
nection between species diversity and the stability of
communities in ecosystems, i.e. their capacity to with-
stand exogenous perturbances (such as anthro-
pogenic exploitation, eutrophication, fire). However,
this connection cannot be generalized, as there are
examples of both stable species-poor and unstable
species-rich systems, and species diversity changes
with the degree of disturbance (Begon et al., 1996).
The Intermediate Disturbance Hypothesis devel-
oped by Connell (1978) is now the widely favored hy-
pothesis and is currently being tested experimentally
in ecosystems. This posits that the largest number of
species is reached if the magnitude and frequency of
disturbances have intermediate values; extreme val-
ues lead to low numbers of species. The connection
between disturbance frequency and magnitude on
the one hand and species diversity on the other is
thus not linear. Complexity – the number of struc-
tures, species and interactions – appears to be more
important for the stability of biotic communities. Ul-
timately, the connection between stability and com-
plexity is determined by the type, intensity and fre-
quency of the disturbance on the one hand and the
specific adaptations and capabilities of the affected
species on the other. Furthermore, different levels of
the concept of ‘stability’ need to be differentiated
(Pimm, 1991): a distinction is made between constan-
cy (steadiness), resistance (inertia vis-à-vis distur-
bances) and resilience (elasticity; the speed of return
to the initial state after a disturbance). For the pur-
poses of risk assessment, it is important to note that
under stable environmental conditions complex
communities will tend to emerge that are sensitive to
exogenous disturbances, while biotopes with rela-
tively variable environmental conditions will tend to
be colonized by simple, species-poor but robust com-
munities. The latter may be said to be already adapt-
ed to exogenous disturbances.The anthropogenic use

of biological resources therefore endangers complex
ecosystems such as tropical rainforests or coral reefs
more than simpler communities (e.g. beech forests in
temperate zones).

Environmental conditions also affect reproduc-
tion strategies. Stable environmental conditions pro-
mote K-selected species (long-lived species, with late
reproduction and a small number of offspring). Vari-
able environmental conditions promote r-selection
(short-lived species, reproducing early with a large
number of offspring; MacArthur and Wilson, 1967).
K-selected species are initially relatively insensitive
to disturbances, but have a poor capacity to recover
after disturbance. R-selected species have a poor ca-
pacity to withstand disturbances, but recover rela-
tively rapidly (Begon et al., 1996; cf. on this also the
CSR strategy after Grime, 1977). Multifarious an-
thropogenic disturbances – such as land use, fire or
chemical inputs – are leading to a worldwide trend
towards the one-sided promotion of r-selected com-
munities with a capacity for rapid regeneration, and
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Figure D 4.2-1
a Vegetation biomass and b nitrate utilization as a function of
the number of species. Diverse root structures in conjunction
with changed biomass presumably lead to an improved utiliza-
tion of the nitrogen resource.With regard to the risk of nitrate
pollution of groundwater, it is particularly important that this
function is not linear.
Sources: a adapted from Tilman et al., 1997; b adapted from
Tilman et al., 1996
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thus to a qualitative change in biological diversity
(‘homogenization’ of communities).

This excursus in population biology may serve to
illustrate that when analyzing and assessing biologi-
cal risks, it is essential to consider species character-
istics (e.g. genetic constitution), the complexity of
ecological structures, the variability of environmen-
tal conditions and the type and intensity of distur-
bances.

To assess the risks posed by the use of biological
systems, it is important to also consider the findings
of the worldwide research efforts that are currently
under way on connections between biodiversity and
ecosystem function (e.g. Schulze and Mooney, 1994;
Mooney et al., 1996; Chapin et al., 1998). Findings to
date indicate that there is a relationship between
species number and ecosystem functions, but that
this is not linear (Fig. D 4.2-1–4). It is thus extremely
difficult to assess risks presented by the effects of dis-
turbances and species loss upon ecosystem functions.
Peak levels of productivity can be attained with a
small number of species (e.g. in agriculture), but this
productivity is sensitive to variable environmental
conditions. For a sustainable level of productivity
that does justice to the spatial and temporal variabil-
ity of sites and climate, a considerably larger number
of species (or genotypes) is necessary (insurance hy-
pothesis, Fig. D 4.2-2). Discontinuities in the relation-
ship between species number and ecosystem func-
tions can further result from the complex effects of
the composition or frequency distribution of species
(Fig. D 4.2-3). If a disturbance leads to the eradica-

tion of a dominant species (e.g. in the event of forest
damage), then the impacts upon ecosystem functions
are far larger than if a rare species (e.g. an orchid) is
absent. If, however, a keystone species (a species hav-
ing a key function in the ecosystem) dies out, then,
despite its relatively small total biomass, ecosystem
functions will be impaired to a far greater degree
than if species are removed whose function can be
compensated (e.g. the mycorrhizal fungi, which are
affected by nitrogen deposition in forests). There is
presently no way of identifying keystone species of
an ecosystem before they are lost or removed from
the ecosystem. Predictions of impacts of disturbances
upon ecosystem functions are thus highly uncertain.

Moreover, due to the complex interrelations be-
tween species composition, reproductive behavior,
competitive constellations and environmental
changes, unpredictable singularities can occur. These
are singular events in which the system can flip be-
tween different states (Fig. D 4.2-4). An example of
this would be the formation of a grassland after in-
sect damage in a boreal forest (Pastor et al., 1996).
The probability of such singularities occurring is par-
ticularly high for marginal sites on which humans
wish to cultivate high-yielding crop varieties. If in fu-
ture a further intensification of agriculture meets
ecological and economic limits, the cultivation of
marginal sites will increase worldwide.This will entail
a correspondingly intensified risk (Sahel Syndrome:
WBGU, 1995a, 1997a).The Council’s 1999 annual re-
port will provide an in-depth discussion of the sus-
tainable use of biodiversity.

Biodiversity of the dominant life form
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Figure D 4.2-2
Schematic illustrating the
dependence of mean net
primary production (NPP)
upon the diversity of plant
species or of genotypes in
the dominant life form. The
mechanisms may be
combined. At a specific site
and within 1 year,
ecosystems with low
diversity can be brought by
means of intensive
management to almost the
same level of NPP as highly
diverse ecosystems. Under
natural conditions, climate
and resource variability and
succession dynamics after
disturbances increase
biodiversity, as a function of
which NPP changes. The
larger the entire spectrum of
climate and site variability
is, the more species or
genotypes are requisite for a
high NPP.
Source: Heywood and
Watson, 1995
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D 4.2.1.2
Population cycles

Relationships between the organisms in an ecosys-
tem are governed mainly by resource availability,
competition, predation (predator-prey relationships)
and parasitism. In undisturbed, stable ecosystems
most species and individuals are in a dynamic bal-
ance. Natural cyclic population explosions, which are
widespread in the animal world (e.g. lemmings, bark-
beetles), represent extreme manifestations of dy-
namic equilibria. They are generally triggered when
weather conditions and food supply greatly promote
reproduction.They are further controlled by interac-
tions with one or several opponents (predator-prey
or parasite-host relationships).

Ocean fisheries display a particular form of preda-
tor-prey relationship (Vitousek et al., 1997). Starting
with a phase of natural fish abundance (Phase I), a
fishing ground is initially developed by decimating

possible other opponents. Yields of the harvested
species rise (Phase II). This leads over a more or less
extended period to a high catch rate (Phase III)
which, however, crashes abruptly over a very short
period (Phase IV). A reason for this crash is that in
the late part of Phase III more and more young fish
are caught, and reproduction is thus prevented. Os-
cillations thus occur between population explosion
and severe population crash.At present, the stocks of
some 60% of ocean fisheries are endangered.

In agriculture and forestry, the economic damage
caused by pest population explosions (outbreaks)
and the incessant competition of weeds can be esti-
mated quite well.The data shows that despite all con-
trol measures that have been implemented, current
yields are about 45% lower than the potentially
achievable yields (Table D 4.2-1). These losses are
caused equally by animal pests (15%), plant diseases
(14%) and weeds (13%; Table D 4.2-2). If no pest
control measures were carried out at all, yields would
be a further 25% lower. The pest control efforts un-
dertaken up until now thus fall far short of securing
the potential yields. Future increases in harvested
yields are very difficult to bring about, as even small
populations of the above-mentioned ‘opponents’ al-
ready constrict yields, and each opponent calls for
different control approaches. Nonetheless, in many
of the countries that have undergone little or no in-
dustrialization, intensifying agriculture on the
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Figure D 4.2-3
Significance of the dominance and function of individual
species for ecosystem functions. a If a dominant species is
eradicated by a disturbance, the impacts upon ecosystem
function are far greater than if a rare species is absent.
b However, if a keystone species is eradicated, then despite
its comparatively small overall biomass ecosystem functions
are impaired to a far greater degree than if species are lost
whose function can be compensated. The arrows indicate the
direction of change in ecosystem processes as a function of
declining number of species.
Source: Heywood and Watson, 1995
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Figure D 4.2-4
Hypothetical relationship between ecosystem functions
(expressed as ecosystem process rates) and biodiversity. The
solid lines represent alternative stable states or relationships
to which an ecosystem returns after modest perturbation. The
dashed curve indicates a 'breakpoint' (unstable state). If an
ecosystem continues to be perturbed across the breakpoint, it
will move to the other, stable state. The points A and B are
biodiversity thresholds. If biodiversity falls below the value of
A, the ecosystem collapses from the state with high
ecosystem process rates to a state with low rates. In order to
restore the high state, biodiversity must first reach threshold
value B.
Source: Heywood and Watson, 1995
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presently cultivated areas would appear to have bet-
ter prospects and to be ecologically more expedient
than extending cultivation to marginal soils (Grego-
ry et al., 1998; on the Sahel Syndrome cf. WBGU,
1995a, 1997a).

The example of agricultural crop species illus-
trates clearly:
• The risk of yield losses in agriculture and forestry

caused by harmful organisms is very high, particu-
larly in intensive monoculture management.

• The probability of occurrence of such damage is
very high, also in a worldwide perspective.

• The magnitude of damage is regularly large world-
wide.

For population outbursts of native pests, persistency
and ubiquity are low compared with outbursts of
alien species as discussed below. Sustainable agricul-
tural and silvicultural methods (e.g. crop rotation, in-
tercropping) and risk management (e.g. agro-meteo-
rological forecasts, integrated pest control, food and
seed depots) can reduce risks.

In Europe, the political mobilization potential
among the public with regard to population explo-
sions is generally rather low (e.g. potato beetle
calamities), but on certain issues it can also be high
(e.g. algal blooms, Section D 4.2.1.3). In countries
where damage caused by pest outbreaks is far larger
(e.g. locust plagues in many African countries) and

less risk management capacities are in place, the pub-
lic is more acutely aware of the problem.

D 4.2.1.3
Algal blooms

In the aquatic environment, population explosions
occur mainly in planktic microalgae (algal blooms).
However, population explosions are being observed
increasingly in soil macroalgae. Algal blooms have
been reported for many hundreds of years and are a
natural manifestation of biotic variability in ecosys-
tems. However, there is scarcely any doubt that toxic
algal blooms and blooms causing severe ecological
damage have been occurring increasingly over the
past decades, both in freshwater ecosystems and in
coastal waters and marginal seas (Smayda, 1990; An-
derson, 1995). Many algal blooms are caused by for-
merly non-native species (Bederman, 1990).

It is estimated that there are 4,000–5,000 plankton
species. Of these, some 300 species are known that
are capable of population explosion. Only about
60–80 species, some 2% of floral-forming algae, are
considered to be harmful, for instance because they
form toxins or lead after their death to oxygen defi-
ciency and thus to the death of fish (Smayda, 1997).
Motile species (flagellates) dominate the harmful al-
gae, accounting for 90%. The majority of the other

Production [mill. t]
Crop Attainable Actual Unprotected

Maize 729 449 295
Rice 1,047 509 184
Wheat 831 548 400
Potatoes 464 273 123
Cassava 623 157 21
Groundnuts 87 23 5
Sorghum 184 58 9

Table D 4.2-1
Attainable world production
of cereals and other crops
compared with actual yields
and the estimated
unprotected yields (i.e. if no
crop protection measures
were implemented).
Source: Gregory et al., 1998

Crop Actual losses [%] Potential losses [%]

Pests Diseases Weeds Pests Diseases Weeds

Maize 15 11 13 19 12 29
Rice 21 15 16 29 20 34
Wheat 9 12 12 11 17 24
Potatoes 16 16 9 26 24 23
Cassava 13 12 10 50 50 70
Groundnuts 13 12 10 30 50 75
Sorghum 13 12 10 30 50 80

Table D 4.2-2
Actual and potential (in the absence of control measures) losses caused by pests, diseases and weeds to the world's harvests.
Source: Gregory et al., 1998
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species are cyanobacteria. Manifestations of damage
vary depending upon the species, effect and biomass
reached by the algae (Table D 4.2-3).

In many cases, eutrophication and changed nutri-
ent composition are implicated in the emergence of
harmful algal blooms (Paerl, 1997; Burkholder and
Glasgow, 1997). For instance, in the catchment area of
Tolo Harbor, Hong Kong, the rise in nutrient inputs
from anthropogenic sources between 1976 and 1986
correlates closely with the rise in the incidence of red
tides (water discoloration caused by algal blooms;
Lam and Ho, 1989). In Japan, long-term studies have
shown a steady rise in the incidence of red tides from
44 in 1965 to more than 300 in 1975 (Murakawa,
1987). After nutrient reductions were implemented,
the number of red-tide events has now dropped by
half.

In many instances, hazards to human life have
been averted by cost-intensive food monitoring. Al-
gal blooms cause the greatest economic damage in
aquacultures, coastal fisheries and drinking water
supply. In the mussel cultures on Seto Island, Japan,
the loss over an 18-year period has been estimated at
more than US-$ 100 million (Smayda, 1997). In New
York Bay, losses in the scallop fishery have come to
about US-$ 2 million annually (Kahn and Rockel,
1988). Experts of the ECOHAB (Ecology and
Oceanography of Harmful Algal Blooms) program
in the USA describe the economic effect as ‘signifi-
cant, but hard to quantify overall’.The financial costs
of individual algal bloom events permit an order-of-
magnitude estimate of total damage, but there are no

national, not to mention global, assessments of total
costs.

D 4.2.1.4
Invasion by alien species 

In the following, ‘invasion by alien species’ refers to
the deliberate or accidental anthropogenic introduc-
tion, establishment and spread of species outside of
their original territory. Throughout the world, these
processes have changed terrestrial biota and coastal
waters and rank beside land-use change and popula-
tion over-exploitation as one of the prime causes of
the loss of biological diversity (Heywood and Wat-
son, 1995; Sandlund et al., 1996). Widely known ex-
amples of devastating invasions include wasps and
the opossum in New Zealand, rabbits in Australia,
Mediterranean weeds in North America and the dis-
semination of algae from the Pacific to the Mediter-
ranean.

The risk potentials attaching to invasion by alien
species generally also involve the population explo-
sion of these species. This differs from cyclic popula-
tion outbursts of native species in two aspects. These
aspects are of major significance to risk evaluation:
1. In its present, essentially human-caused extent, in-

vasion by alien species is novel and is associated
with far greater uncertainties than the natural
spread of species.

2. Alien species are often not subject to effective
control by opponents (competitors, parasites,
predators, pathogens), so that the persistency and

Algae Active agents or effect Damage

Algae of various groups, e.g. Oxygen deficiency, disturbed Water discoloration (red tides),
Noctiluca (causes marine phosphorescence), food webs, toxins fish kill, death of invertebrates,
Chrysochromulina bloom in Europe in 1988 destabilization of the ecosystem

Diatoms of the genus Chaetoceros Mechanical impairment of Fish kill, loss of all
branchia (gills) etc. mussels of a year

Dinoflagellate Gambierdiscus toxicus Ciguatoxin Ciguatera: fish poisoning,
particularly through consumption
of predatory fish

Diatoms of the genus Domic acid ASP (Amnesic Shellfish
Pseudo-Nitzschia Poisoning) caused in humans by

the consumption of mussels,
also in piscivorous seabirds

Dinoflagellate Pfiesteria piscida Largely unknown Lesion in fish, leading to fish kill;
neurotoxic to exposed humans

Cyanobacteria, e.g. Anabaena Hepatotoxins and others Liver damage and death in humans
and livestock

Table D 4.2-3
Examples of harmful algal blooms.
Source: Expanded and adapted from Horner et al., 1997
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magnitude of damage can be far higher than for
mass outbursts of native species. If at all, effective
control is often only possible by means of biologi-
cal pest control methods (e.g. prickly pear in Aus-
tralia by Cactoblastus, thistles in Canada by Rhin-
iozyllus conicus; Box D 4.2-2).

The spread of alien species
It is only through human agency that the spread of
alien species has reached a level at which it becomes
a serious threat to native communities and ecosys-
tems. The human-induced spread of species can fol-
low several pathways:
• Species are introduced accidentally through trade

(wool, timber, cereals), are transported adhering
to vehicles, and are imported as domestic animals
and fishes for aquaculture etc. In the marine envi-
ronment, exotic aquatic organisms are mainly dis-
seminated through the ballast water of ships and
organisms growing on ship hulls. Through inten-
sive air traffic, the worldwide spread of pathogens,
in particular, is a growing problem.

• Species can be imported for a given purpose but
then escape, for instance from botanical or zoo-
logical gardens (e.g. vine louse, raccoon, Caulerpa
alga), aquaculture and scientific institutions (e.g.
Varroa mite).

• Species are deliberately released to the wild,
above all agricultural crop species, silviculturally
utilized tree species and grazing animals.

Today, the greater part of global human food supplies
are produced from introduced species that originally
had a very limited range (e.g. maize, potato, rice;
Hoyt, 1992). In no region have these plants estab-
lished themselves in the wild and introgressed with
the natural vegetation. Only the weeds that were in-
troduced unintentionally in the process have estab-
lished themselves in other flora, in some cases with
considerable adverse effects (Mooney and Drake,
1986). A different assessment must be made of the
worldwide spread of grazing animals (cattle, sheep,
goats, horses, camels). These have not only caused
considerable damage to native vegetation (horses in
North America, cattle in Australia, goats on ocean is-
lands), but have moreover drawn in their wake the
establishment of European pasture plants (e.g. Festu-
ca pratensis, Trifolium subterranaeum, Bromus ssp.).
In conjunction with grazing pressure, the pasture
plants have competed with the natural vegetation
and have partially usurped it (e.g. Bouteloua Steppe
in North America). European Mediterranean weeds
have displayed particular competitive vigor, and
have completely changed the vegetation of the arid
regions of the Earth.

Ecological impacts of invasion by alien
species
The consequences of invasion by alien species in nat-
ural or near-natural ecosystems can vary greatly from
region to region. In some regions, for example, it can
enrich the natural flora and fauna (e.g. in Germany).
As a rule, however, it leads to great diversity in en-
demic species, and with it valuable genetic resources,
being displaced by a small number of species distrib-
uted worldwide.

The manifold ecological impacts of alien species
have been well documented by numerous authors
(e.g. Vitousek, 1986; Drake et al., 1989; D’Antonio
and Vitousek, 1992; Sandlund et al., 1996; see also
Box D 4.2-1). Possible primary consequences in-
clude:
• Damage to human health (e.g.Asian tiger mosqui-

to as a vector of dengue and yellow fever),
• Crop losses and failures (e.g. European starlings

on the American continent),
• Altered geochemical cycling (e.g. the crab Mysis

relicta modifies the surrounding terrestrial ecosys-
tem in the lakes of Montana),

• Modification of entire landscapes (e.g. woody vine
Cryptostegia grandiflora from Madagascar in Aus-
tralia),

• Displacement or extermination of elements of the
native flora and fauna (e.g. Purple Loosestrife
Lythrum salicaria of European origin in the
USA),

• Clogging of pipes and waterways (e.g. zebra mus-
sel in North America),

• ‘Extinction’ (loss of oxygen supply) of lakes and
ponds (e.g. water hyacinth in African wetlands),

• Elevated risk of fire (e.g. Asiatic cogon grass and
Brazil peppertree in Florida).

Numerous further secondary effects occur:
• Habitat degradation (e.g. African grasses in for-

mer rainforest areas of Brazil),
• Dissemination of further exotic species by an al-

ready established invasive species (e.g. the Indian
mynah, a bird species, promotes the spread of gua-
va seeds on Hawaii),

• Consequential damage caused by pesticides used
to control alien organisms (e.g. in the USA the
control of Dutch elm disease with DDT poisoned
numerous song-birds),

• Hybridization (crossbreeding) with native organ-
isms (e.g. North American grass in England).

It can generally be assumed that invasions by alien
microorganisms and animals will lead to a greater ex-
tent of damage, ubiquity and persistency than inva-
sion by alien plants. Microorganisms, including fungi,
have been spread worldwide, generally unintention-
ally, and their establishment has in some cases led to
very considerable ecological and economic damage.
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Examples of this are the potato famine in Ireland
(1845–1851) caused by the potato fungus Phytoph-
thora infestans and the elm and chestnut diseases in
central Europe and North America (caused by Cera-
tocystis ulmi and Cryphonectria parasitica). The high
mobility and higher reproductive potential of mi-
croorganisms play an important role here. However,
in a broader perspective it must be noted that species
extinction caused by the establishment of alien
species has as yet 'only' been observed on islands or
in aquatic ecosystems. A worldwide extinction of a
terrestrial, continental species caused by alien
species has not yet been reported anywhere (Hey-
wood and Watson, 1995). However, it is probable
that, depending upon the species, ecosystem and en-
vironmental conditions in question, the establish-
ment of alien species will cause damage through local
pressures, population losses and the associated loss
of genetic diversity.

To eradicate alien plant and animal species that
have firmly established themselves in native commu-
nities is not possible or only at high cost (Box D 4.2-

1).The regeneration of damaged ecosystems can take
decades. It is most probably impossible to control
damage caused by alien microorganisms. Losses of
endemic species on islands or in aquatic ecosystems
represent an irreversible damage.

Among the German public, the risks associated
with invasions are not generally a politically relevant
issue. Alien species are only perceived by the public
as being problematic if damage becomes extremely
large or very plain (e.g. Dutch elm disease). By con-
trast, the international global change research com-
munity devotes great attention to this issue.

Economic impacts of invasion by alien species
The economic damage resulting from an invasion in
agriculture, forestry or fisheries can be estimated in
terms of harvest failure, compensation for income
lost through harvest loss or the costs incurred for
restoration or damage limitation. By contrast, an eco-
nomic valuation of a possible loss of biodiversity pre-
sents major methodological difficulties (Hampicke,
1991; WBGU, 1994, 1997a).

Box D 4.2-1

Case study: the golden apple snail in Asia

Situation
The golden apple snail originates in the Paraná swamp re-
gions of Paraguay. In 1982, it was introduced officially under
a government program to the Philippines as a foodstuff and
to raise income in rural regions. In the late 1980s, it was also
introduced in China, Indonesia, Malaysia, South Korea, Tai-
wan, Thailand, Vietnam and the Pacific island states. The
hope that the snail would be suitable as a protein source for
domestic consumption and as a commodity for export to
Asia and Europe soon proved to be misplaced. Due to their
poor taste, the market price of the snails remained low, and
even farmers with low incomes refused to eat them. Howev-
er, the snails then spread in the rice paddies, causing consid-
erable crop losses, rice saplings being a preferred feed.

The Consequences on the Philippines
On Luzon, the largest island of the Philippines, the snail in-
flicted a harvest loss of more than 25% upon more than half
of all farmers in 1990–1991; every tenth farmer even suffered
a total failure. Moreover, the snail has secondary effects

upon human health, as it is the intermediate host for a lung-
worm that causes meningitis in humans. Attempts are now
under way to contain the plague by means of organized col-
lection campaigns, keeping ducks, improving the manage-
ment of water levels and applying snail poisons. These poi-
sons, however, are extremely toxic to fish and pose further
health hazards to the farmers.

What was the mistake?
If market analyses had already been carried out prior to in-
troduction, these would have shown that the golden apple
snail was neither suited to boost exports nor to supplement
the food supply. Since the beginning of rice cultivation in
Surinam, the snail was already known there as a prime pest
in rice fields. Ecological characteristics would have identi-
fied the snail as a potential invader, but in the Philippines
there is no statutory requirement to carry out an evaluation
of exotic organisms prior to introduction.
The losses of US-$ 28–45 million correspond to 25–40% of
the annual costs of rice imports to the Philippines (Table D
4.2-4). This sum would have permitted the establishment of
a functioning quarantine program for all new agricultural in-
troductions in the Philippines.

Type of cost Cost estimate
[mill. US-$]

Harvest loss with replanting 12.5–17.8
and control

Cost of replanting and 2.8–10.3
control

Control with molluscicides 12.5–17.2
and collection by hand

Total costs to the farmers 27.8–45.3

Harvest loss without control 48.0
and replanting

Table D 4.2-4
Estimation of the economic
damage inflicted upon the
rice farming sector in the
Philippines.
Source: Naylor, 1996
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A complete economic analysis of the damage
caused by established alien species has only been car-
ried out in a few cases. Nonetheless, these examples
(Boxes D 4.2-1 and D 4.2-2) illustrate that the losses
and costs of control can be considerable and unpre-
dictable. The issue arises as to the point in time at
which control makes the most economic sense. In
many cases prevention would appear to be the most
effective measure (e.g. exchanging ballast water at
high sea, inspecting timber imports). Control mea-
sures that are only undertaken when massive ecolog-
ical and economic damage have occurred can be very
lengthy and costly (e.g. rabbits in Australia; Box D
4.2-2).

Ecological susceptibility and risk
management
Since its inception, applied ecology has discussed the
question of whether alien species will be able to es-
tablish themselves successfully or not, but generaliz-
able predictions continue to be impossible (Mooney
and Drake, 1986; Heywood and Watson, 1995). In

view of the extensive trade in plant and animal prod-
ucts and the great number of organisms that are dis-
persed by international ship and air traffic, the risk of
a successful and harmful establishment of alien
species would generally appear to be low. In addition
to the characteristics of the alien species (such as ge-
netic variability, reproductive potential), the success
of invasion depends upon the characteristics of the
native flora and fauna. In Central Europe, for in-
stance, the risk of invasion by alien species is far low-
er than that of invasion by European species in other
regions of the world (Mooney and Drake, 1986;
Niemelä and Mattson, 1996). European weeds adapt-
ed to an agricultural cropping regime have been
more successful in all parts of the world than the cor-
responding species from other regions have been in
Europe. Many more seeds of Australian flora were
brought to Europe with wool and cereals than were
transported in the opposite direction, but no Aus-
tralian plant has run to seed in Europe. In other re-
gions, however, Australian species have become
weeds (e.g. Melaleuca in the USA, Hakea and Acacia

Box D 4.2-2

Case study: biological control of European
rabbits in Australia

The establishment of the European rabbit in Australia is a
classic case of the unpredictable and costly consequences of
introducing alien species (Williams, 1998b).The rabbits were
introduced from England in 1859 for hunting purposes. Af-
ter 50 years, they had already colonized most of the Aus-
tralian continent. The main cause for this rapid spread was
the absence of natural enemies such as weasels and foxes,
which regulate rabbit populations in Europe. The rabbit
population explosion led to severe degradation of the ter-
restrial environment (e.g. vegetation cover destruction and
soil erosion) and the endangerment and extinction of native
plant and animal species.

Control strategies and their effects
After all attempts had failed to control the rabbit population
outburst by means of chemical or mechanical measures (e.g.
poison, traps, fencing and intensive hunting), an attempt at
biological pest control was made in 1871 with the introduc-
tion of the European red fox. It soon became clear that the
fox not only killed rabbits, but also native species which, due
to their special characteristics (predominance of marsupials,
which generally cannot withstand the competitive pressure
of mammals when in direct competition), reacted particular-
ly sensitively. They recovered much more slowly from deci-
mation by the fox than the highly fertile rabbits.The fox thus
threatened the native fauna without controlling the rabbits
effectively and durably.

Rabbit control by means of the pathogen of myxomato-
sis was much more successful.This is a virus disease that has
been used since 1950 specifically to control rabbits.The mos-
quito-borne virus spread rapidly in more humid regions,
where it killed about 90% of the rabbit population. Howev-
er, in drier seasons and regions the effect was found to be far

weaker. Although rabbits resistant to myxomatosis have in
the meantime been reported, in the temperate regions of
Australia the virus still provides an effective form of biolog-
ical control.

An even more efficient control of the rabbits was
achieved by means of the rabbit calicivirus, which causes a
form of hemorraghic fever known in Asia, Europe and Mex-
ico. Despite extensive precautions, the virus escaped from an
experimental island in 1995 and entered the south of Aus-
tralia.Within 1 year, the pathogen had already spread across
the entire range of the rabbits, in which it caused mass mor-
tality.The native flora has recovered appreciably since then.
Fears that the native fauna might be damaged by the virus
have not been confirmed. In the meantime, a preparation
with the virus has been officially approved and is being used
under the Rabbit Calicivirus Disease Program. To ensure
continued efficacy of control in the future, use of the prepa-
ration is combined with conventional methods. Further
work is under way to modify genetically the myxomatosis
virus.

The costs of rabbit introduction
It is very hard to put an economic figure to the loss of bio-
logical diversity.The costs to agriculture can be estimated in-
directly from the benefits or costs of control measures, al-
though no data are available from the period prior to intro-
duction of myxomatosis. The government of Victoria spent 
3 million Australian dollars (A$) annually and the govern-
ment of South Australia A$ 1.1 million for rabbit control
programs. The costs to South Australian cattle farming are
estimated at A$ 17 million annually and the costs to arable
farming at A$ 6.2 million annually. The benefit of myxo-
matosis to the Australian sheep farming industry come to A$
30 million in 1952–1953, that to the wool industry A$ 115
million annually. More recent calculations of benefit based
on an 80% reduction in rabbit abundance arrive at a figure
of A$ 600 million annually across the whole of Australia.
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in South Africa). Kowarik (1996) reports that in Cen-
tral Europe only 0.2% of the alien plant species in-
troduced up to now have established themselves suc-
cessfully and have led to undesired effects.

Very great ecological damage has been caused in
aquatic ecosystems by alien species.The unintention-
al introduction of the comb jellyfish Mnemiopsis in
the Black Sea is an example of this (Mee, 1992; Zait-
sev, 1993; Kideys, 1994). As the main dispersal path-
way of aquatic alien species is the ballast water of
ships, exchange of ballast waters at high sea or their
treatment would appreciably reduce – although not
eliminate – the danger of dispersal (Bederman,
1990). Australia has already put forward a proposal
for such an international regulation under the MAR-
POL regime (International Convention for the Pre-
vention of Pollution from Ships).

Comparisons of the proportions of alien species in
relation to native flora and fauna show that island
vegetations are more endangered by alien species
than continental ones (Heywood and Watson, 1995)
and that anthropogenically disturbed ecosystems are
more vulnerable than natural ones (Vitousek, 1990;
Smallwood, 1994; Kowarik, 1995). As endemic
species tend to occur particularly on islands, the high
ecological vulnerability of island flora leads to a par-
ticularly high risk of losing species and genetic re-
sources. The high vulnerability of disturbed ecosys-
tems makes it probable that an intensified or
changed land use regime or changes in geochemical
inputs to ecosystems will also elevate the probability
of a successful establishment of alien species (Scher-
er-Lorenzen et al., 1998). Risk assessment is further
hampered by the circumstance that decades or cen-

turies can elapse between the introduction of an alien
species and its sudden, explosive spread, triggered
e.g. by land-use changes or climatic changes (Bazzaz,
1986; Crooks and Soulé, 1996; Table D 4.2-5).

In future, high priority needs to be given to study-
ing, mapping and monitoring the spread of known in-
vasive species. Systematic collection and internation-
al dissemination of information can be utilized as a
basis for early warning systems and management
strategies for other countries that are not affected as
yet but may possibly be threatened (e.g. for the Eu-
ropean shore crab; Lafferty and Kuris, 1996; FAO,
1996). FAO activities have delivered a highly promis-
ing approach towards closing gaps in knowledge with
the development of GPPIS (Global Plant Protection
Information System). This is an interactive database
that is currently under development. However, it is at
present limited to terrestrial ecosystems and agricul-
tural crop species. In the context of DIVERSITAS –
The International Programme on Biodiversity Sci-
ence, an interdisciplinary, practically focused and
proactive program for the improved control of harm-
ful invasive species is currently being developed
(GISP, Global Invasive Species Programme).

It is not practicable to carry out a preventive risk
analysis of the spread of all potential new arrivals in
all regions of the world. If, however, the new intro-
duction of a species is planned, a comprehensive eco-
logical risk analysis should be carried out in advance.
A risk analysis is thus required and implemented for
most classic biological pest control projects that em-
ploy the introduction of alien species.The experience
made with biological pest control and the findings of
theoretical and practical ecology now provide a valu-

Table D 4.2-5
Application of the evaluation criteria to the risk potential of population explosions of alien species. This belongs to the Cyclops
risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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able stock of knowledge from which to proceed in
the quest for suitable control organisms (Murdoch et
al., 1985; Murdoch and Briggs, 1996). In consultation
with experts, FAO has elaborated a code of conduct
for the import and release of exotic biological control
agents (FAO, 1996). This standard sets out the re-
spective responsibilities of government organiza-
tions, exporters and importers and is intended to con-
tribute to minimizing risks.

International regulations restricting uncontrolled
introduction (e.g. so-called white lists) are also desir-
able for the release of organisms introduced not for
purposes of biological control but for food produc-
tion, hobby and sports purposes (aquariums, sport
fishing, hunting, gardening) and other uses (e.g. wind
barriers and erosion control).

D 4.2.2
Risk potentials associated with the release and
marketing of transgenic plants

The comprehensive risk evaluation of the entire
complex of genetic engineering is an issue debated
controversially in both the academic and policy com-
munities, and goes beyond the scope of this report. It
is not the aim of this section to perform such an eval-
uation. Our aim is rather to discuss the release and
marketing of transgenic plants with a view to a typo-
logical classification of global, environmentally rele-
vant risks. As the present report concentrates on en-
vironmentally mediated risks, it only treats the repre-
sentative sphere of the utilization of genetic engi-
neering in crop production (applied 'green genetic
engineering') and its potential impacts upon natural
or near-natural ecosystems. The use of genetically
modified microorganisms (e.g. for biofertilization,
medical purposes, food production or the remedia-
tion of contaminated soil) is only briefly discussed
(Section D 2). The risks associated with the engi-
neered cloning of animals are to be sought less in the
technology or cloning as such than in its use and in its
ethical and social dimension. They are therefore not
treated here.

The state of the debate at the national level in
Germany has been set forth in numerous publica-
tions and expert opinions on the opportunities and
risks of genetic engineering, and shall not be repeat-
ed here (cf. e.g. van den Daele et al., 1996, 1997;
Schulte and Käppeli, 1996, 1997; BMBF, 1997; Rat für
Forschung,Technologie und Innovation, 1997). In ad-
dition to possible environmental risks, this section
shall also examine the opportunities or risks that
would result if genetic engineering methods were not
utilized in plant production.

The stipulation of the Convention on Biological
Diversity (CBD; Article 19, para 3) that the Parties
consider the need for and modalities of a protocol on
biological safety (‘biosafety’) is presently being im-
plemented in a dedicated negotiation process. This is
expected to yield in the course of the coming year a
finalized draft for a protocol that will be binding un-
der international law (Box F 6.3-2). This underscores
that identifying possible risk potentials associated
with some applications of genetic engineering is an
issue of considerable import in the international are-
na, too (Heywood and Watson, 1995; Macilwain,
1998).

In the following, we first discuss genetic engineer-
ing techniques and a number of biological interrela-
tionships that are of importance to risk classification.
The subsequent discussion of examples of transgenic
properties illustrates that some of the risks associat-
ed with applied 'green genetic engineering' are not
specific to that technology, but can already be de-
duced from experience made in modern plant pro-
duction (e.g. high-yield varieties, pest control and re-
sistance formation) or in microbiology. These risks
can be assessed relatively well. Nonetheless, risks do
remain whose assessment is currently uncertain.

The global relevance of possible risk potentials as-
sociated with the release and marketing of certain
transgenic plants results from the globally growing,
large-scale cultivation of transgenic crops and the
diffuse dispersal of their products in the most varied
foods and consumer goods (e.g. soya). This is further
compounded by the circumstance that, with a com-
paratively clear set of methodologies, genetic engi-
neering work is under way at very many different lo-
cations throughout the world and under legal frame-
work conditions (e.g. concerning laboratory safety,
approval procedures) that diverge from those in Eu-
rope or North America.

D 4.2.2.1
From selective breeding to genetic engineering

Gene modification (mutation) and the exchange of
genetic material are events that occur continuously
in nature – indeed, they are the point of departure for
selection and evolution. Since the Stone Age, humans
have promoted and modified certain species by
means of selection.Today, the food supply of human-
ity is based on a small number of species (such as
maize, rice and wheat) that were produced by cross-
breeding when arable farming began. Modern crop
breeding techniques artificially elevate the mutation
rate (using mutagens) in order to receive specific
products more rapidly. Here the side effect of unin-
tended mutations is tolerated. These then need to be
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eliminated again through subsequent selection. The
boundaries are fluid from classic selection over mod-
ern breeding through to the targeted modification of
the genome. Genetic engineering can thus be used to
amplify or suppress already existing properties of
plants.The essential difference between genetic engi-
neering and classic plant breeding lies in the enor-
mous potential of the former to structure and modi-
fy genes and combinations of properties – the form
and speed of this potential did not exist previously,
neither in classic breeding nor in natural evolution:
• Classic breeding generates undirected changes in

the existing genome of plants. Genetic engineer-
ing, by contrast, permits a targeted exchange of
genes among organisms in different kingdoms
(microorganisms, animals and plants). Genes can
further be transferred among organisms that live
in completely different habitats. New combina-
tions of genes are feasible which, due to evolutive
interbreeding barriers between the kingdoms of
organisms, would not have come about naturally.

• The foreign genes can be endowed with promoters
(DNA segments that determine where transcrip-
tion, i.e. the formation of complementary RNA,
begins) that are alien to the species, and with en-
hancer sequences (regulatory base sequences that
enhance gene transcription) in order to overcome
natural restrictions in the target organisms. Gene
transfer can also lead to a recombination of genes
among the kingdoms of organisms through natur-
al processes (Pühler, 1998b), but under natural
conditions the speed and frequency of this process
is extremely low, as is the probability that struc-
tural genes, promoters and enhancer sequences
are transferred simultaneously and are expressed
successfully.The use of species-specific, tissue-spe-
cific or inducible promoters is thus an important
step towards reducing possible risk potentials.

A further aspect is that selection markers (marker
genes) are employed to identify successful gene
transfer. Depending upon the type of property thus
transduced (e.g. antibiotic resistance genes), these
markers can entail risks. However, expert opinion is
increasingly viewing a transfer of these markers from
genetically engineered plants to microorganisms
(horizontal gene transfer) as extremely improbable
(Schlüter et al., 1995; Gebhard and Smalla, 1998; Hei-
denreich, 1998). This risk potential could be preclud-
ed by removing possibly risky markers before mar-
keting transgenic plants, or by using unproblematic
markers (Section D 4.2.2.4).

In addition to speed, it is above all the novel com-
bination of genes or traits that imbues genetic engi-
neering with a new quality compared with classic
plant breeding. Little is known at present about the
stability of these novel combinations and about the

behavior of transgenic plants or of foreign genes in
natural or near-natural ecosystems and under vari-
able environmental conditions. This is often due to
the inadequate knowledge of the biological setting of
the transgenic plants or their hybrids. Due to this lack
of knowledge, both the probability of occurrence and
the magnitude of possible damage cannot be as-
sessed.

The novel possibilities of design and modification
that genetic engineering offers to crop cultivation
open the way towards great opportunities and utiliza-
tion potentials, such as reducing the application of
biocides and precluding yield losses caused by pests
(Schulte and Käppeli, 1996, 1997; Rat für Forschung,
Technologie und Innovation, 1997; Korell et al.,
1997). On the other hand, in the event of an uncon-
trolled dispersal of transgenic plants or their foreign
genes (Section D 4.2.2.2) risks to natural or near-nat-
ural ecosystems cannot be excluded (such as changed
geochemical and energy fluxes, loss of population
and possibly also species diversity; Heywood and
Watson, 1995; SRU, 1998).

D 4.2.2.2
Risks associated with the unintentional dispersion
of foreign genes inserted in transgenic plants

As the inadequate knowledge of the biological set-
ting means that the dispersion of inserted foreign
genes in natural or near-natural ecosystems can be
associated with a risk that largely escapes assess-
ment, particular attention must continue to be devot-
ed to the possibility of a transfer of foreign genes to
wild populations (Heywood and Watson, 1995;
Schulte and Käppeli, 1996; Ahl Goy and Duesing,
1996; BMBF, 1997; Korell et al., 1997; Pennisi, 1998).

An uncontrolled dispersal of cultivated transgenic
crop species (running to seed) is rather unlikely, as it
can be assumed that genetic modifications tailored
exclusively to utilizable yield will lead to a loss of 'fit-
ness' of the cultivated species. Crop species have
been selected exclusively to yield certain products,
and without human support they are generally un-
able to persist in competition with natural species.
This does not, however, apply in the same way to crop
species that have been modified only slightly by
breeding (e.g. woody plants; Regal, 1994;Ammann et
al., 1996; SRU, 1998).

For a dispersion of inserted foreign genes to be
possible via pollen (outcrossing), cross-breeding
mates (sexually compatible, related species) must be
present in nearby ecosystems. As in Europe no relat-
ed species of soya, cotton or maize occur, the out-
crossing risk posed by releasing and marketing these
species is low. In the countries of origin of these
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plants, however, this risk is high. For rape and sugar-
beet, by contrast, hybridization with wild relatives
has repeatedly been shown to have occurred in Eu-
rope (Ammann et al., 1996; Korell et al., 1997). With
a view to the risk potential of gene transfer at the
global level, particular attention needs to be given to
protecting centers of genetic diversity and countries
in which wild relatives of cultivated plants occur, as
here a greater risk must be expected (for instance,
central America is the origin of maize and cotton, and
China is the origin of soya). If in these regions trans-
genic seed should unintentionally be used that has
traits conferring selective advantages in the wild pop-
ulation of the cultivated plant, then the wild popula-
tion would be endangered by hybridization and com-
petitive pressure.The possibly resulting loss of popu-
lation diversity may ultimately even impact upon
food security because of the restrictions it places
upon the gene pool available in the future.

In the debate on the risks associated with the re-
lease and marketing of genetically engineered plants,
the issue of horizontal gene transfer (nonsexual
transfer of genes between individuals that can also
belong to unrelated species) continues to be a source
of controversy. While transfer between bacteria and
from bacteria to fungi and plants has been proven in
the laboratory, the reverse transfer from animals to
bacteria or from plants and fungi to bacteria has not
yet been proven. It is generally assumed that this is
also possible (Pühler, 1998b). However, a transfer of
foreign genes inserted in plants to other groups of or-
ganisms can be viewed as an event that is very rare or
only occurs under very specific conditions (Pühler,
1998b). Nonetheless, as such an event cannot be ex-
cluded entirely, possibly associated risks must also be
considered within the risk classification undertaken
in this report (Section D 2.3).

Beyond the probability of gene transfer as such,
the extent to which an undesired transfer is relevant
to the wild population and to the environment at
large needs to be examined in each individual case.
This depends crucially upon whether the foreign
genes also confer a competitive advantage outside of
the agro-ecosystem (Regal, 1994) or influence im-
portant ecosystem functions and structures (e.g. geo-
chemical cycles). If the foreign gene leads to compet-
itive disadvantages of the transgenic individuals vis-
à-vis the wild population, then the foreign gene will
most probably not be able to establish itself outside
of the anthropogenic system (e.g. microorganisms
with an implanted gene for insulin production). On
the other hand, foreign genes that impart to their car-
riers selective advantages within the wild population
(e.g. disease resistance, cold, drought or salt toler-
ance, transgenic growth factors) will probably lead to
a shift in the competitive balance within the wild

population and will promote the establishment of the
transgenic plants or their foreign genes. It is not clear
to what extent engineered genes that offer neither
benefits nor drawbacks in nature will be able to sta-
bilize over the long term in wild populations with se-
lective neutrality. It has been assumed until now that
due to an absence of selection pressure these genes
will be lost again in the course of time or will at least
become rarer (van den Daele et al., 1996). However,
this is by no means a definite outcome, for the modi-
fications may possibly impart an evolutive advantage
at a later time under changed environmental condi-
tions (preadaptation).

Pleiotropic effects (manifestation of several traits
through one and the same gene), position effects (al-
tered expression of a gene depending upon its posi-
tion in the genome) and insertional mutagenesis
(modification or destruction of a gene specific to the
plant) are viewed as being problematic under certain
circumstances (Franck-Oberaspach and Keller, 1996;
van den Daele et al., 1996; Lips, 1998). Such effects,
which are also known in classic plant breeding and in
nature (e.g. through plant transposons, ‘jumping
genes’), can result from the integration of the foreign
DNA in the genome of the target organism and are in
many cases unpredictable. It is supposed that these
processes confer traits that were not intended and
that may have unexpected effects in nature (e.g. in-
creased or reduced damage by herbivores, changed
flowering times). It is not clear whether this risk is
fundamentally higher in genetically engineered
plants than in conventionally bred plants. In classic
breeding, hundreds of unknown genes are exchanged
so that the probability of such secondary effects of
gene exchange may be expected to be larger. On the
other hand, it is argued that the mixing of genes from
all parts of the kingdoms of organisms and all regions
of the Earth presents a new quality of hazard in this
respect, too.

In conjunction with the possibility of gene trans-
fer, including the transfer of promoters, enhancers
and markers, and with due consideration to the his-
torically unique speed of change, the novel combina-
tions of genes and traits that can be created by means
of genetic engineering lead to the conclusion that po-
tential and presently unassessable risks cannot be ex-
cluded entirely (Regal, 1994; Heywood and Watson,
1995; SRU, 1998). Possible negative environmental
impacts would be regional to global, depending upon
the efficacy of natural or anthropogenic mechanisms
of dispersal and depending upon the ecosystems con-
cerned. In the event of a harmful establishment of
transgenic plants or the dispersion of foreign genes in
non-agrarian ecosystems, the persistency of damage
would probably be far more than 30 years. If the ex-
tinction of another population or species is triggered,
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persistency is unlimited and damage irreversible. If,
in contrast, an inserted foreign gene proves to be un-
stable in a wild population, it can be assumed that no
irreversible damage will arise, or that damage will be
limited in space and time.

A first understanding of the possible dispersal dy-
namics of transgenic plants or of their hybrids, and of
the possible consequences of their establishment in
natural or near-natural ecosystems, can be derived
from the findings of research on invasion by alien
species (e.g. Regal, 1986; Kowarik, 1996; Section D
4.2.1.4). For a typological classification of these risks,
it is important to note that many decades can elapse
between the introduction of an alien plant species
and its sudden, massive spread (similar to the evolu-
tive efficacy of preadaptive mutation; Kowarik,
1996).

For each of these risk potentials, the boundaries
between the normal and transition areas (as defined
in Section C) are flowing. This range of varying risk
potentials of 'green genetic engineering', the prevail-
ing gaps in knowledge and the uncertainties regard-
ing the possible effects of transgenic plants or their
foreign genes in ecosystems are the reasons why the
risk evaluation criteria cannot always be attributed
unequivocally and why comparatively large uncer-
tainty attaches to the certainty of assessment (Table
D 4.2-6).This applies particularly to interactions with
soil flora and fauna, and to ecosystemic long-term ef-
fects (Driesel and Danneberg, 1996; UBA, 1996).

D 4.2.2.3
Present approaches to dealing with the risks

In practice, the release and marketing of transgenic
organisms calls for a case-by-case assessment, as is
stipulated by the German Genetic Engineering Act
(Gentechnikgesetz, GenTG) and advocated by vari-
ous advisory bodies (e.g. Schulte and Käppeli, 1996,
1997; SRU, 1998). Such an assessment is applied in
most (but not all) countries (Heywood and Watson,
1995; Nöh, 1996). This is closely linked to a step-wise
and controlled procedure when releasing and mar-
keting transgenic organisms. In addition, generic risk
categories are being discussed increasingly for trans-
genic crops that could supplement a case-by-case as-
sessment (Heywood and Watson, 1995; Ahl Goy and
Duesing, 1996; SRU, 1998). At present, risk analysis
proceeds mainly from the following criteria: type of
engineered modification, biology of the engineered
organisms, possibility of gene transfer, ecological rel-
evance and possible environmental impacts (e.g. the
German procedural code for genetic engineering
‘GentechnikVerfahrensordnung, Gen-TVfV’; EU
Directive 90/220/EEC; Nöh, 1996). It is a matter of
some controversy to what extent past safety research
efforts have done justice to the requirements of, in
particular, ecologically oriented risk assessment and
evaluation (Kareiva, 1993; Regal, 1994; Heywood
and Watson, 1995; Blatter and Wolfe, 1996). For in-
stance, the Scientific and Technological Options As-
sessment Unit (STOA) of the European Parliament
is seeking ways to improve the limited ecological in-
formation provided by release trials following the
step-by-step approach (von Schomberg, 1998). As a
further point, the use of transgenic plants should con-

Table D 4.2-6
Application of the evaluation criteria to the risk potential of the release and marketing of certain transgenic plants. This
belongs to the Pythia risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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tinue to remain subject to long-term ecological su-
pervisory and safety research and continuous moni-
toring (post-approval monitoring) after and beyond
approval for commercial cultivation (UBA, 1996;
SRU, 1998; Section H). There is a particular need to
promote comprehensive long-term monitoring in
view of the large-scale cultivation of transgenic crops
that is to be expected in the future. Research on this
is already being promoted by the German Federal
Ministry of Education, Science, Research and Tech-
nology (‘Bio-Monitor’ grant guidelines; BMBF,
1997).

Studies carried out on behalf of the German Fed-
eral Environmental Agency (UBA) have shown that
in many developing countries and Eastern European
states statutory regulations and guidelines on biolog-
ical safety are absent or are only at the drafting stage
(de Kathen, 1996; Sojref and Thamm, 1997). In order
to promote the development of national regulations
and thus a safe use of biotechnology in developing
countries, International Technical Guidelines for
Safety in Biotechnology were adopted in 1995 under
the auspices of UNEP. Moves towards an interna-
tional harmonization of assessment procedures and
statutory regulation of biotechnology are also under
way at the EU level, in the OECD context and under
the aegis of the Convention on Biological Diversity
(on the Biosafety Protocol see Box F 6.3-2).

Looking at the numerous popular publications on
genetic engineering, the mobilization potential in the
German public concerning possible environmentally
relevant risks of 'green genetic engineering' would
appear to be smaller than, for instance, the potential
concerning potential risks to human health. Con-
cerning 'green genetic engineering', it is mainly the
opportunities and risks to agriculture and to world
food supply that are discussed in the German public.

D 4.2.2.4
Representative risk potentials of 'green genetic
engineering'

A number of risks are debated in connection with the
release and marketing of transgenic plants that are
often not in fact specific to genetic engineering and
can already be assessed and reduced on the basis of
available knowledge. The following examples illus-
trate the flowing transition between these known or
deducible risks on the one hand and the novel risk
potential of genetic engineering applications set out
above on the other.

Selection markers
In addition to risks that may proceed from the trans-
genic properties desired for agricultural applications,

risks can stem from marker genes, whose main func-
tion is to indicate the successful transposition of
genes to the target organism. In many cases, antibiot-
ic resistance genes have been used as markers, as
these can be detected simply and reliably. The culti-
vation of transgenic plants could, albeit with a very
low probability, lead to an unintended dispersion by
gene transfer of the markers. If antibiotic resistance
genes of relevance to human medicine were used for
marking, impacts to human health could ensue (Sec-
tion D 3). It is difficult to prove experimentally that
antibiotic resistance genes have been transferred be-
tween transgenic plants and microorganisms (hori-
zontal gene transfer), as this transfer is below the cur-
rent detection limits of laboratory tests (Pühler,
1998b).

However, when compared with resistance devel-
opment through the direct application of antibiotics
in humans or animals, the probability of a dispersion
of antibiotic resistance mediated by genetic engi-
neering is extremely low in natural or near-natural
ecosystems without high selection pressure. The –
very small – risk of dispersion of antibiotic resistance
genes is an avoidable risk which, as a relict of earlier
research phases, could be removed by appropriate
legislation. Moves must be made towards completely
phasing out the use of antibiotic resistance markers
in transgenic plants intended for release and market-
ing, or at least removing the antibiotic resistance
genes from the transgenic plants prior to their agri-
cultural use. In Germany, this requirement is broadly
shared in accordance with the precautionary princi-
ple, or at least for reasons of acceptance (ZKBS,
1997; SRU, 1998), and is technically feasible. In the
global arena, opinion is still divided.

Restriction of species and variety diversity
in food production
Regardless of the type of transgenic properties trans-
ferred, a danger of environmentally relevant sec-
ondary effects follows from the economic benefits of
cultivating genetically modified plants. In this, they
are similar to the high-yielding varieties produced by
conventional plant breeding.Thus, particularly in the
developing countries, the intensified marketing and
use of genetically modified crop species harbors the
risk of accelerating the already ongoing process of
concentration of arable farming upon a small num-
ber of varieties – a process that already began with
the one-sided use of high-yielding varieties stemming
from traditional or modern plant breeding. This
would lead to a further rapid constriction of the ge-
netic diversity of crops. That this is indeed a risk to
food security and has global relevance is borne out
by past experience with intensive agriculture in many
industrialized countries, where plant production has
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become almost entirely reliant upon a small number
of high-yielding varieties (Mooney, 1985; BML et al.,
1997). In the USA, for instance, the epidemic spread
of southern corn leaf-blight (caused by Bipolaris
maydis), a fungal disease, caused significant harvest
losses in maize farming in 1970 (Shand, 1997). More
than 80% of the hybrid corn varieties (from conven-
tional breeding) cultivated were susceptible to the
fungus, which had until then been harmless. It was
only through intensive breeding programs that a fur-
ther disaster in the maize sector was prevented. In
'green genetic engineering', too, mutations and the
formation of resistance among pest organisms will
require permanent new breeding of crop varieties.
This will remain dependent upon the gene reservoir
of traditional varieties and their wild relatives. It is
precisely these traditional varieties that could be fur-
ther displaced by the cultivation of high-perfor-
mance, genetically modified varieties, particularly if
these are cultivated in regions that are home to cen-
ters of genetic diversity (see also the Green Revolu-
tion Syndrome; WBGU, 1998a).

Genetically engineered resistance
Different types of resistance in plants can be con-
ferred by genetic engineering: resistance to certain
plant protectants (herbicide resistance), resistance to
pests such as insects (insect resistance), and resis-
tance to pathogens (e.g. virus or fungus resistance).
Genetically engineered pest resistance is effective
against the target pests without any further measures
– this may be called a 'built-in' plant protection fac-
tor. Herbicide resistance, by contrast, only functions
in combination with a complementary herbicide that
kills the weeds but not the transgenic useful plant,
which has been engineered to be resistant (or at least
tolerant) to the complementary herbicide.

Herbicide resistant plants
Herbicide resistance in useful plants that permits the
application of highly effective complementary herbi-
cides has been engineered until now in, inter alia,
maize, sugar-beet, rape, cotton, soya and potato vari-
eties (RKI, 1998). The main rationale for its use in
arable farming, in combination with the complemen-
tary herbicides, is to reduce pressures upon the nat-
ural environment by means of reducing herbicide ap-
plications, while at the same time securing yields.
Whether this reduced environmental impact can be
maintained over the long term depends upon the ex-
tent to which the herbicides used in combination with
the herbicide-resistant seed are toxicologically and
ecologically harmless, and the extent to which a re-
sponsible, i.e. restrictive use of the complementary
herbicide (e.g. no prophylactic or routine applica-
tions) actually leads to reduced herbicide inputs. In

natural or near-natural ecosystems, no competitive
advantage is to be expected from the acquisition of
herbicide resistance genes, as here there is no selec-
tion pressure from herbicide use. In the immediate
surroundings of the field, however, hybridization and
selection pressure could promote the development
of herbicide resistant weeds, which would reduce the
efficacy of the herbicide. This is an issue that at first
concerns mainly farmers and the manufacturers of
the transgenic plants and complementary herbicides.
From the environmental perspective, a risk arises if
herbicide applications grow due to increasing resis-
tance of the weeds. However, this vicious circle of re-
sistance formation and increased herbicide applica-
tion is not a problem specific to genetic engineering,
but is a consequence of the increasing intensification
of agriculture. Van den Daele et al. (1996, 1997) offer
an extensive discussion of the opportunities and risks
of transgenic herbicide resistant plants in the context
of a proposed technology assessment approach.

Insect resistant plants
One of the presently most important forms of genet-
ically engineered resistance to insects is conferred by
one or several endotoxins originating from the soil
bacterium Bacillus thuringiensis (B.t.). Here genes
which encode corresponding toxins in B.t. bacteria
are either extracted directly from B.t. cells or are syn-
thesized artificially and then inserted into the plant
genome.The most frequently applied B.t. toxin genes
are effective against butterflies and a number of leaf-
eating beetles. Until now, B.t. genes have been insert-
ed in, inter alia, maize, cotton and potato varieties.

The risks of engineered resistance to insects are
different in nature to those of herbicide resistance.
For one thing, the transgenic plants produce the in-
sect toxin themselves. The second main difference is
that this resistance to insects can be expected to con-
fer a competitive advantage in natural or near-natur-
al ecosystems, too. The continuous expression of the
toxin in the plant is the main difference between ge-
netically engineered insect resistance and the natural
insect resistance found in many plants, or the use of
microbial B.t. toxin preparations (for spraying). Nat-
ural deterrents in plants are often distributed among
the plant parts according to those that are most ex-
posed to feeding damage, and their production is of-
ten only induced or is increased by insect feeding it-
self. In contrast, the transgenic plants engineered to
date normally produce the B.t. toxin throughout their
growth. This can lead to three main risks:
1. An unintended dispersal of transgenic insect-re-

sistant plants or of their foreign genes in wild pop-
ulations could lead to changed interactions be-
tween the plants and the harmful insects and thus
to shifts in competitive constellations. The conse-
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quences of this are hard to predict.
2. The toxin could increasingly affect non-target or-

ganisms. Little study has yet been devoted to this
risk (Blatter and Wolfe, 1996; Deml, 1998). It could
however be reduced by using tissue-specific or in-
ducible promoters.

3. Resistance in pest insects to the B.t. toxins could
be increased (Deml, 1998). This would not only
impair the efficacy of the engineered resistance to
insects, but would also render ineffective one of
the most environmentally sound biological pest
control agents (namely conventional B.t. toxin
preparations).The risk of this form of resistance to
insects becoming ineffective or of the resistance
gene introgressing with wild populations rises with
the number of species or varieties endowed with
the gene in question and with the size of the area
cultivated under transgenic insect resistant plants.

The first two risks impact directly upon the environ-
ment. The third risk is, like herbicide resistance, ini-
tially an issue of the economic costs and benefits of
farmers and of the manufacturers of transgenic insect
resistant plants. However, in view of the loss of effi-
cacy of one of the most environmentally sound insec-
ticides that may possibly be substituted by less envi-
ronmentally friendly insecticides, this risk also has an
environmental dimension.As noted above, this is not
a risk specific to genetic engineering, for the improp-
er use of conventional B.t. toxin preparations also ac-
celerates resistance formation in pests. It must be
kept in mind, however, that the prospective breadth
of application of transgenic plants must be appraised
differently than the scope of an improper use of con-
ventional microbial preparations. In order to prevent
the increased formation of resistance in harmful in-
sects to the B.t. toxins of transgenic plants, the indus-
try has developed numerous 'resistance manage-
ment' strategies. These include, for instance: provi-
sion of sufficient refuges in combination with high
B.t. toxin concentrations; parallel application of dif-
ferent B.t. toxins (gene pyramids); inducible toxin
genes; farmer training; monitoring programs for
timely identification of resistances etc. (overviews
are provided in McGaughey and Whalon, 1992;
Brandt, 1995; Stein and Lotstein, 1995; Stone and
Feldman, 1995; Korell et al., 1997). Presently, the
most promising approach would appear to be to com-
bine several of these strategies. Moreover, further re-
search on the development of resistance in harmful
insects is indispensable, particularly as the conditions
prevailing under field conditions are not yet fully un-
derstood (Tiedje et al., 1989; Blatter and Wolfe,
1996).

Virus resistant plants
As viruses are much harder to control than weeds or
pest insects, great hopes are placed in the genetically
engineered resistance of crops to viruses. One strate-
gy pursued to engineer virus resistant plants is that of
pathogen-derived resistance, in which gene se-
quences derived from the virus itself are integrated in
the vulnerable plant variety.Techniques of pathogen-
derived resistance include the frequently discussed
coat protein gene mediated resistance, and satellite
RNA mediated resistance.

The risks associated with these genetically engi-
neered forms of resistance to viruses have a very dif-
ferent quality than herbicide resistance, and require
an evaluation differentiated according to the mecha-
nism (inserted viral gene sequences) utilized
(Farinelli and Malnoë, 1996; BfN, 1997; Tepfer and
Balázs, 1997b). In the case of coat protein gene medi-
ated resistance, viruses with modified properties (e.g.
altered host spectrum; Driesel and Danneberg, 1996;
Tepfer and Balázs, 1997b) could be created through
heterologous encapsidation (enclosure of viral RNA
in the coat of another virus or in coat proteins formed
by the plant) or through recombination – processes
that occur in principle in non-transgenic plants, too.
Recombination is particularly problematic in situa-
tions where the biological setting in which the virus
resistance is introduced is not understood sufficient-
ly, this raising the possibility of unknowingly promot-
ing the development of viral defenses against trans-
genic virus resistance in plants. A further aspect is
that in natural ecosystems resistance to viruses rep-
resents a competitive advantage, so that in the event
of a spread of resistance traits shifts in populations
and species may occur in natural or near-natural
ecosystems. There are still major gaps in the knowl-
edge on pathogens of wild plants and thus on the pos-
sible ecological impacts of genetically engineered
virus resistance (Driesel and Danneberg, 1996;
Tappeser and Wurz, 1996; Bartsch, 1997).

The risks of an unintentional modification of
viruses resulting from the application of coat protein
gene mediated resistance are presently rated as un-
problematic, or are viewed as being reducible by
means of an array of precautionary measures
(Farinelli and Malnoë, 1996; Driesel and Danneberg,
1996). No development of new viruses has been
found to result from field trials carried out with
transgenic virus-resistant plants. However, large-
scale cultivation of transgenic virus resistant plants
and the constitutive expression of the viral genes in
the plant throughout the entire vegetative period
could alter this evaluation (Korell et al., 1997). In
contrast, the use of satellite RNA genes to confer
protection against viruses is very controversial. The
satellite sequences are highly unstable, and can have
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opposite effects, depending upon ambient conditions,
the host plant and the infected viruses (helper virus-
es; Tepfer, 1993; Farinelli and Malnoë, 1996). The as-
sociated financial risk makes a commercial applica-
tion of satellite RNA mediated resistance appear im-
probable at present (Farinelli and Malnoë, 1996;
Tepfer and Balázs, 1997a).

Concerning the ecological relevance of an unin-
tentional spread of genetically engineered resis-
tances, it can be stated in summary that for the case
of herbicide resistance no competitive advantage is
to be expected in natural or near-natural ecosystems,
as here there is no selection pressure through herbi-
cide application. In contrast, for the case of virus or
insect resistance a selection pressure must indeed be
expected, leading to competitive advantages for
transgenic plants or their hybrids.This aspect has not
always been taken into consideration adequately in
earlier risk assessments (van den Daele et al., 1996,
1997). Future developments such as genetically engi-
neered cold, heat or salt tolerance may well have
greater relevance to agriculture and to the environ-
ment than past applications of ‘green genetic engi-
neering’.

D 4.3
Assignment to the risk classes

D 4.3.1
Risk potentials associated with population
explosions of alien species: A Cyclops-type risk

The probability of damage occurring can be high for
pathogens, but can vary greatly for alien plant and
animal species invasions. While the probability of
mass propagation of native pests can be assessed rel-
atively well, the invasion and population explosion of
alien species is characterized above all by a high de-
gree of uncertainty. This suggests an assignment to
the Cyclops class of risk. Depending upon the
species, ecosystem and environmental conditions, the
magnitude of damage, delay effects, persistency and
ubiquity can tend to be low or high. In cases involv-
ing the establishment of alien species, the possibly
high delay effect implies transitions to the Cassandra
class of risk.

D 4.3.2
Risk potentials associated with the release and
marketing of certain transgenic plants: a Pythia-
type risk

In light of the gaps in knowledge about the probabil-
ity of occurrence and magnitude of possible environ-
mental impacts, the risk potentials associated with
the release and marketing of certain transgenic
plants must be assigned to the Pythia class of risk
(Table D 4.2-6). The probability of occurrence, the
magnitude of possible damage, the ubiquity, the per-
sistence and the irreversibility depend upon the type
of engineered modification and its ecological rele-
vance, the biology of the transgenic organisms, the
ecosystems concerned and the extent of their utiliza-
tion (e.g. world market and trade in transgenic seeds,
size of cultivated areas). The available knowledge of
the possible (long-term) effects of transgenic plants
or their foreign genes in natural or near-natural
ecosystems is presently inadequate, particularly with
regard to a large-scale cultivation of transgenic
plants. Compared to the establishment of alien
species, risk potentials are compounded here by the
new quality of possible gene and trait combinations
and the associated lack of experience with possible
effects. Further aspects that need to be considered
are the speed and the ubiquity with which engineered
modifications are implemented in crop species under
very disparate framework conditions. It nonetheless
remains conceivable that, in future, transitions result
between the Pythia class of risk and the Medusa or
Cyclops classes.

It needs to be stressed here that the above evalua-
tion only applies to the release and marketing of
transgenic plants. A release of transgenic microor-
ganisms (e.g. for cleaning up contaminated soil) is as-
sociated with substantially larger risk potentials.This
is due to their high reproductive potential, their small
size and mobility. Once a microorganism strain has
been released, it can no longer be recalled in its en-
tirety (Pühler, 1998b).



D 5Biogeochemical and chemical risks

D 5.1
Chemical time bombs

Many substances – be they of natural or anthro-
pogenic origin – in the soil, water, air or foodstuffs
have the potential to constitute risks to human
health. When such substances impact upon the biotic
environment, they can damage organisms and can
cause adverse changes in ecosystem structures and
functions.

For many substances, making a clear-cut distinc-
tion between opportunity and risk poses consider-
able difficulties. This is because both their deficiency
and their surplus can be damaging to living organ-
isms and communities (Fig. 5.1-1). Paracelsus
(1493–1541) succinctly set out the difficulties in-

volved in assessing biogeochemical and chemical
risks when he stated: “all substances are poisons,
there is none which is not a poison; the dose makes
the poison.”

A further aspect hampering assessment is that
there are also substances which are toxic at all events,
i.e. have no threshold values and for which damage
tolerance values need to be defined. This is e.g. the
case for genotoxic (mutagenic) substances. In addi-
tion to direct effects of substances, expressed in toxi-
cology as dose-response relationships, increasing at-
tention has been devoted in recent years to those bio-
geochemical and chemical risks for which the proba-
bility or magnitude of damage can not be assessed
readily. Many substances have complex mechanisms
of distribution and accumulation in the environment
and can become effective in complex ways. Scientific

limiting optimum

optimum

tolerable
non

tolerable

ConcentrationP
hy

si
ol

og
ic

al
 e

ffe
ct

positive

toxic

Non essential elements
(e.g. Cd, Pb)

Essential elements
(e.g. Cu, Zn)

Nutrients
(e.g. N, P, K)

Figure D 5.1-1
Dose-response curves for different groups of chemical elements. Essential elements are indispensable to the metabolism of
organisms.
Source: WBGU
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risk estimations thus also acquire the function of ear-
ly warning indicators.

Today, human intervention in natural biogeo-
chemical water, carbon, nitrogen and sulfur cycles is
already substantial. As these elements and water are
essential preconditions to the life of animals, plants
and microorganisms, these interventions cannot but
impact upon the ecosphere. Furthermore, humans
produce a great array of substances that do not occur
in nature (xenobiotics). Experience yet remains to be
collected on the behavior of these substances in the
environment.

According to the Chemical Abstract Service, more
than 11 million chemical substances have been de-
scribed today. This number is growing by approxi-
mately 400,000 per year, of which approximately
100,000 are put into circulation. In Germany, 5,000
substances are produced annually in quantities of
more than 10 t per substance (Streit, 1994).

Almost all industrial chemical synthesis processes
lead to by-products. Their composition is not always
known. It follows that the resultant risks cannot be
assessed conclusively. In industrialized countries,
management of the risks presented by known chem-
ical substances is largely regulated by law. However,
in many parts of the world this cannot be assumed.
Even the known chemical compounds are associated
in some cases with insidious changes whose long-
term effects can not be predicted – neither with re-
spect to the time of occurrence nor the magnitude of
damage.

The following discussion focuses on three repre-
sentative, different types of global risk induced by an-
thropogenic emissions of chemical substances:
• Changed biogeochemical cycles of carbon, nitro-

gen and sulfur,
• Persistent organic pollutants (POPs),
• Endocrine disruptors.

D 5.2
Anthropogenic interventions in biogeochemical
cycles

Carbon (C), nitrogen (N) and sulfur (S) are required
in relatively large amounts by all living organisms for
their growth, development and reproduction. At the
same time, availability of these elements is limited in
many terrestrial ecosystems. In the course of evolu-
tion, organisms and ecosystems have adapted in dif-
ferent ways to these limiting conditions (e.g. low-N
coniferous boreal forests). The high levels of anthro-
pogenic emissions of various compounds of these el-
ements has created a situation unique in the history
of the biosphere:
• Increasingly, all three elements are simultaneous-

ly available in large quantities (regionally even in
surplus). This leads to the eutrophication of
ecosystems.

• Anthropogenic interventions in the elemental cy-
cles have both growth-promoting effects (fertiliza-
tion effects) and a growth-inhibiting and destabi-
lizing effect. These are mediated by various reac-
tion products and interactions (e.g. acidification
and cation impoverishment; Ulrich and Sumner,
1991).

• The three elements and their compounds do not
have a primary acute impact, but can develop in-
sidious effects. Recognizing the risk potential of
altered biogeochemical cycles is thus difficult and
is generally only possible with a considerable time
lag. Such insidious risks suggest that there is no
need for immediate action. Moreover, due to sec-
ondary effects such as acid accumulation or po-
tential loss of biodiversity, a full reversal of
processes and developments occurring in an
ecosystem is not possible or only over long periods
(Alewell et al., 1997).

The direct reactions and reaction patterns of organ-
isms and ecosystems to changes in the individual ele-
mental cycles of C, N and S are largely known (Sec-
tion D 5.3.1.6). However, how the biosphere will re-
act to the novel ‘exposure cocktail’ is largely unclear.
Due to the novelty, the assessment of such reactions
is subject to major uncertainties.

D 5.2.1
Anthropogenic sources

Both in terms of causes and consequences, changes in
global biogeochemical cycles are one of the most im-
portant components of global change, leading to the
destabilization of natural material/chemical cycles.
To name but one example, annual anthropogenic ni-
trogen fixation (fertilizer industry, legume cultiva-
tion, combustion processes) is larger than the nitro-
gen fixation of all natural processes taken together
(IPCC, 1996a). Anthropogenic ammonia emissions
are more than twice those of natural sources (70% of
total ammonia emissions).Anthropogenic releases of
nitrogen oxides (NOx) and nitrous oxide (N2O) are
also of roughly the same order of magnitude as those
caused by natural processes.

Combustion processes in industry, transportation
and households are the main anthropogenic sources
of C, S and N compounds. Beside releasing carbon
dioxide (CO2), land-use changes and forms are one
of the main sources of emissions of methane (CH4),
carbon monoxide (CO) and N2O (Vitousek, 1994;
Flaig and Mohr, 1996; Schlesinger, 1997). In some re-
gions, biomass burning (fire cultivation, firewood)
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plays an important role in the S and N cycles. The
share of biomass burning in global sulfur dioxide
(SO2) emissions only amounts to 2–5%, but in Ama-
zonia or West Africa it is the main source of SO2

(Berner and Berner, 1996). N-intensive agriculture in
the industrialized countries is one of the prime
sources of N emissions, particularly of ammonia
(NH3) and N2O (Isermann, 1993; Flaig and Mohr,
1996; van der Voet et al., 1996; van der Ploeg et al.,
1997).

D 5.2.2
Global distribution and deposition of nitrogen and
sulfur

Acids and acid precursors are dominated by sulfur
and nitrogen compounds which enter terrestrial
ecosystems via dry and wet deposition. The anthro-
pogenic share of total acid inputs comes to 40–50%
(Berner and Berner, 1996).

In order to image distribution and deposition,
model calculations permitting a geographical depic-
tion have been carried out (WMO, 1997). The depo-
sition of oxidized sulfur compounds has been simu-
lated using the coupled atmosphere-ocean circula-
tion model ECHAM4/OPYC (Roeckner et al.,
1996); that of oxidized nitrogen compounds with the
atmospheric model ECHAM4.The global cycle of re-
duced nitrogen compounds (ammonia and ammoni-
um) is less well understood. Ammonium deposition
has been computed using the global atmospheric
transport model MOGUNTIA (Zimmermann et al.,
1989).

The deposition of oxidized nitrogen compounds
on land surfaces is larger by a factor of 5–25 than that
over the adjoining oceans, where deposition comes to
only 5–100 mg N m-2 year-1 (Fig. D 5.2-1).

Reduced nitrogen compounds have elevated de-
position rates of 500–1,000 mg N m-2 year-1 over large
parts of Europe, China and India (Fig. D 5.2-2). This
is due to emissions from arable and livestock farm-
ing, as opposed to the primarily industrial and trans-
port-related emissions of oxidized nitrogen com-
pounds. Nonetheless, the regions with elevated depo-
sition of reduced nitrogen compounds correlate
largely with those of oxidized nitrogen compounds.
Parts of South America and Africa depart from this
rule. It is further remarkable that the sheep breeding
centers in Australia and New Zealand are clearly vis-
ible, with a deposition rate of reduced nitrogen com-
pounds elevated by a factor of 4–10.

In the northern hemisphere, oxidized sulfur com-
pound loads follow a pattern similar to that of oxi-
dized nitrogen compounds (Fig. D 5.2-3). In contrast,
the southern hemisphere has several narrowly local-

ized centers of deposition, which characterize conur-
bations with industrial centers. However, at deposi-
tion rates of some 2,500 mg S m-2 year-1 these do not
reach the intensity of the hotspots of the northern
hemisphere.

The acid loading of terrestrial ecosystems follows
from the distribution of N and S deposition. In order
to illustrate the range of possible acid loadings, the
minimum and maximum acid inputs were calculated
(Figs. D 5.2-4a–b). In the minimum scenario biocon-
version in the plant-soil system was taken into con-
sideration, in the maximum scenario nitrogen satura-
tion of the system was assumed. Due to a lack of data,
the deposition computations could not take into con-
sideration the neutralizing effect of the release of ba-
sic alkali and alkaline earth cations from soil dust or
fly ash. In the minimum scenario, acid loadings over
the conurbations of the northern hemisphere reach
levels of 450 mg H+ m-2 year-1.They are thus higher by
a factor of 40–200 than over the unloaded continen-
tal regions. In the maximum scenario, the full acidic
effect of ammonium nitrate and ammonium sulfate
lead to deposition rates of up to 1,000 mg H+ m-2 year-

1.
With increasing industrialization, increasing traf-

fic volumes and intensifying land uses, S and N com-
pound emissions will continue to rise and may also
lead to acidification and nutrient imbalances over
large regions of the developing countries of the
southern hemisphere. These effects are associated
with an imbalanced accumulation of the principal nu-
trient, nitrogen, and a rise of CO2 levels in the atmos-
phere. At a regional level, this development is modi-
fied by global biomass fluxes associated with interna-
tional trade in agricultural products (Box D 5.2-1).

D 5.2.3
Impacts of CO2 emissions upon terrestrial
ecosystems

In addition to CO2-related global warming and the
associated redistribution of precipitation (WBGU,
1998a), which can lead to a changed distribution and
structure of terrestrial ecosystems, rising CO2 levels
in the atmosphere can cause an elevated carbon up-
take of plants (CO2 fertilization effect).According to
IPCC figures (1996b), some 0.5–2 Gt C were se-
questered annually by the terrestrial biosphere
throughout the 1980s due to the CO2 fertilization ef-
fect.

However, the photosynthesis capacity of the bios-
phere is limited and it is expected that the doubling
of CO2 levels in the atmosphere projected to take
place over the course of the next century will only
lead to an increase in net primary production by 5%
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Figure D 5.2-1
Distribution of the mean annual deposition of oxidized nitrogen compounds (NOy) in 1980–1990.
Sources: Max Planck Institute for Meteorology and WBGU
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Figure D 5.2-2
Distribution of the mean annual deposition of reduced nitrogen compounds (NHy) in 1980–1990.
Sources: Max Planck Institute for Meteorology and WBGU
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(Mooney et al., 1998; WBGU, 1998a). Moreover, the
low rises in net primary production are expected to
be compensated or exceeded by the further rise in
temperature and the associated increase in respira-
tion (Scholes et al., 1998). It is unclear how the nitro-
gen eutrophication described above and the simulta-
neous acidification and nutrient leaching will affect
carbon sequestration, species composition and the
structure and function of terrestrial ecosystems over
the long term. Given the size of the areas concerned,
an unassessable risk can emerge from this.

D 5.2.4
Case study: destabilization of forest ecosystems

Changed processes of mass and energy transfer can
lead to irreversible changes in the structure and func-
tion of ecosystems if loadings overstep the regulato-
ry and repair capacities of the system. In addition,
loadings may not only cause internal changes, but can
also induce pollutant emissions from soils that stress
neighboring terrestrial and aquatic systems and the
groundwater and atmosphere.As these processes are
generally slow and buffered, it is difficult to recog-
nize changes and effects, so that the risks associated

with substance loadings are frequently underestimat-
ed (Box D 5.2-2).

Not only are the structures of forest ecosystems al-
tered, but so too are their functions (habitat, regula-
tory, utilization and social functions). Soil acidifica-
tion and the associated inadequate or imbalanced
nutrient supply destabilize forest ecosystems and
render them susceptible to biotic and abiotic stres-
sors. In regions where soils have a low buffering ca-
pacity and are shallow, acidification also affects the
groundwater or surface waters. Acids formed
through emissions of oxidized sulfur and nitrogen
compounds enter the soil directly through precipita-
tion, while emissions of reduced nitrogen compounds
have a neutralizing effect in the atmosphere and only
contribute to acidification through oxidation in the
soil (nitrification).A further indirect source of acid is
the uptake of gaseous SO2, NOx and dissolved NH4

+

by the plant, which is compensated by uptake of
cations or release of H+. In order to reflect total acid
deposition, the vegetation must also be taken into
consideration, as its filter effect modifies acid load-
ing. In Germany, for instance, it has been found that
deposition levels are elevated in beech stands com-
pared with open unforested terrain by a factor of
1.1–2.0, and in spruce stands by a factor of 2.1–3.6
(Veerhoff et al., 1996).
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Figure D 5.2-3
Distribution of the mean annual deposition of oxidized sulfur compounds (SOy) in 1980–1990.
Sources: Max Planck Institute for Meteorology and WBGU
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As no global data are available for the determina-
tion of the acid neutralization capacity of soils, the
FAO world soil map (1995) was used to identify re-
gions poor in nutrients and with a low buffering ca-
pacity. Here the topsoils (0–30 cm) were taken into
consideration, being the ecologically most important

stratum for vegetation and soil organisms. Soil
buffering capacities were calculated and placed in re-
lation to acid loading (Fig. D 5.2-4) and global forest-
ed areas, in order to estimate where buffering capac-
ity is exceeded (forest inventory:WCMC, 1997; Fig. D
5.2-5a).This method delivers a conservative estimate
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H+ deposition [mg H+ m-2 year-1]
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b

Figure D 5.2-4
Distribution of annual acid deposition (H+) in 1980–1990. a Minimum scenario, b Maximum scenario.
Sources: Max Planck Institute for Meteorology and WBGU
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as e.g. in forested areas with acid deposition in Cen-
tral Europe the pH-values and base saturation are
substantially lower than indicated in the FAO soil
map (UN/ECE and EC, 1997). The same approach
was taken to estimate acid loading for the years
2040–2050 (Fig. D 5.2-5b), using an intermediate
IPCC scenario of future emissions (IS92a; IPCC,
1992).

Large areas of the still existing forests in the tem-
perate regions receive acid loads of more than 50 mg
H+ m-2 year-1. In Central Europe, the modeled acid
inputs in 1980–1990 come to 250–500 mg H+ m-2 year-

1 (maximum scenario). These values correlate well
with the findings of the Solling project, which arrived
at 480 in the year 1980 and 260 mg H+ m-2 year-1 in
1991 (Manderscheid et al., 1995). It is striking that in
Central Europe scarcely any acid-loaded forest areas
on soils with poor buffering capacity are indicated
(Fig. D 5.2-5), although in EU states 53% of forest
soils have pH-values lower than 4.0 and 42% of these
soils have a base saturation of less than 20%
(UN/ECE, 1997). Due to the considerable fragmen-
tation of Central European forests, the proportions
of forested areas are often not taken into considera-
tion in the FAO soil map. These forested areas were
thus assigned the soil indexes of the forest regions

that have better buffering and nutrient supply. The
figures show that the regions in which the limits of
buffering capacity are reached or exceeded will
spread over the coming 50 years into the tropics.This
will particularly affect South America and South-
East Asia. In addition, these forests are exposed to an
increased N input, which, as a plant nutrient, pro-
motes growth, so that forest ecosystems can assimi-
late more carbon. IPCC (1996b) estimates put this
potential at 0.2–1 Gt C worldwide. However, this en-
hanced growth is faced with destabilization proceed-
ing from numerous physiological and ecosystemic ef-
fects (Table D 5.2-1). Moreover, elevated N inputs in-
tensify the release of nitrous oxide. In global warm-
ing terms, this runs counter to the additional storage
of CO2.

Fig. D 5.2-6 shows the forest ecosystems that are
subject to N loading higher than the natural level of
100–500 mg N m-2 year-1 (Kimmins, 1987; Flaig and
Mohr, 1996). Based on the concept of critical load in-
ventories in Europe (Bobbink et al., 1992), the figure
further shows the forest regions with N loads of more
than 1,500 mg N m-2 year-1. These areas simultane-
ously receive acid loads that lead to buffering capac-
ities being exceeded considerably (Fig. D 5.2-4).

Box D 5.2-1

Nitrogen imports through world trade in
agricultural production

Agricultural production depends greatly upon the nitrogen
supply of plants and animals. While plants utilize nitrogen
uptake fully, animals require great amounts of nitrogen as
they utilize it very inefficiently. Thus animal products from
intensive livestock farming only contain 1⁄6–1⁄4 of the nitrogen
contained in the feed. In order to meet high levels of meat
demand in Europe, not only large-scale intensive livestock
farming is necessary, but nitrogen-rich feedstuffs such as
soya bean and oil-seed meal are imported. In 1992–1993, Eu-
ropean countries imported 2.4 million t nitrogen (N) per
year in the form of feedstuffs (Lammel and Flessa, 1998). In
relation to the utilized agricultural area in Europe, this cor-
responds to a specific N import of some 13 kg N ha-1 year-1.
On the other side of the equation, Latin America exported
2.4 million t N in the form of feedstuffs. Worldwide, the in-
tercontinental trade in the main agricultural commodities
amounted in 1992–1993 to some 11 million t N year-1 (fertil-
izers 6.3 million t, feedstuffs 4.6 million t, fresh meat and live
animals approximately 0.5 million t; Lammel and Flessa,
1998).

The outcome of this is that the N cycle is decoupled not
only regionally, but also globally. In the recipient countries,
an N surplus is available and causes nitrate pollution of the
groundwater, eutrophication of surface waters (WBGU,
1998a) and increased ammonia release to the atmosphere,
with the associated risks to natural and near-natural ecosys-
tems (Fangmeier et al., 1994; Box D 5.2-2). In large-scale in-
tensive livestock farming, animal excrements arise primarily

in the form of slurry, whose storage and application to the
fields is associated with particularly high ammonia releases.
Feedstuff imports thus entail a larger risk potential than
their quantity alone might suggest. In England, for instance,
livestock farming is responsible for 95% of agricultural am-
monia emissions (Skinner et al., 1997). In Germany, too, the
proportion is estimated at about 90% (Flaig and Mohr,
1996). Moreover, there are great differences in the regional
distribution of animal production and thus of feedstuff im-
ports.

In the feedstuff exporting countries of Latin America,
the withdrawal of N does not play any role (the exported N
is extracted from the inert N2 pool of the atmosphere). How-
ever, a great array of secondary effects arise, starting with
the clearcutting of primary forests for soya cultivation (e.g.
in Pantanal, Brazil;WBGU, 1998a), followed by CO2 release,
hazards to biodiversity, soil acidification and base impover-
ishment caused by nitrogen-fixating legumes through to so-
cio-cultural consequences such as the loss of the territories
of indigenous peoples. Little consideration has yet been giv-
en to the risks of these secondary effects in the feedstuff ex-
porting countries and the magnitude of damage has yet to be
identified.

Reducing meat consumption in the importing countries
is the most effective measure by which to reduce the global
trade in N-rich agricultural products and the associated
risks. Moreover, reducing N surpluses could serve to reduce
in the recipient countries the risks associated with the pollu-
tion of non-agricultural ecosystems and of the groundwater.
These surpluses could be reduced by means of improving
fertilization efficiency, selecting the form of fertilization so
as to be appropriate to the specific site, and shortening the
storage periods of excrements.



118 D Risk potentials of global change

In addition to changes in photosynthesis or respi-
ration, the reaction of the forests to elevated CO2

concentrations include changes in interrelationships
with other organisms in the ecosystem.At the ecosys-
tem level, the CO2 fertilization effect can scarcely be
quantified as yet, as it, too, depends upon numerous
subprocesses (N storage, structural change in the sys-
tem, decomposition, respiration; Houghton et al.,

1998). In addition, CO2, as a greenhouse gas, also con-
tributes indirectly through climate change (Section
D 6) to alterations in the spatial distribution and
structure of ecosystems, with consequences for e.g.
species composition, population dynamics, interac-
tions between organisms and succession.

Buffering capacity exceeded

Acid deposition < buffering capacity

1980Ð1990

a

2040Ð2050

b

Buffering capacity exceeded

Acid deposition < buffering capacity

Figures D 5.2-5
Acidified or acid-sensitive soils under forest ecosystems in which buffering capacity is exceeded. a estimate for 1980–1990,
b estimate for 2040–2050.
Sources: Institute for Soil Science and Forest Nutrition (IBW), Max Planck Institute for Meteorology and WBGU using data
from IPCC, 1992; FAO, 1995 and WCMC, 1997
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D 5.2.5
Combined interactions

Table D 5.2-1 summarizes the combined effects of
the stress factors and the possible resulting risks to

ecosystems. Although these risks cannot yet be fully
assessed, the known consequences of changes in bio-
geochemical cycles already demand an immediate re-
duction of anthropogenic substance emissions. The
mechanisms and risk potentials listed in the Table are

N < 500 mg N m-2 year-1

N > 500 mg N m-2 year-1

N > 1,500 mg N m-2 year-1

Nitrogen load

Figure D 5.2-6
Forest ecosystems on acidified or acid-sensitive soils with elevated nitrogen loads.
Source: Institute for Soil Science and Forest Nutrition (IBW), Max Planck Institute for Meteorology and WBGU using data
from FAO, 1995 and WCMC, 1997

Box D 5.2-2

Forest ecosystem destabilization: fact or
fiction?

In the early 1980s, a debate began on forest damage in Cen-
tral Europe.This debate was intense and, as must be expect-
ed with complex systems, controversial. Strong media atten-
tion focused on ‘Waldsterben’, and scenarios were set out
predicting the complete deforestation of Central Europe.
Following this, research on 'patient forest' was intensified.
Proceeding from a broad array of hypotheses, a causal com-
plex for the destabilization of the forests was identified in
which human activities play a pivotal part. The forests that
remained in Central Europe after clearcutting were in many
cases overexploited for many centuries, leading to changes
in species diversity, acidification of soils and impoverish-
ment of nutrients. 60% of the acids released during the in-
dustrial era were emitted after 1950. Over the past 20–30
years, nitrogen deposition rates have exceeded those re-
quired by forests for annual biomass increment.At the same
time, CO2 concentrations in the atmosphere have risen over
the past 100 years by 25% and tropospheric ozone concen-
trations by about 100%.

The effects, both individual and combined, of nitrogen,
carbon dioxide, acids, ozone and contaminants depend upon
the location of a forest. Generalizations of observations
made at specific sites can thus lead to misinterpretations.
While timber increment is greater at various sites than ever
before, this is not in effect a contradiction to the observa-
tions and research findings of the past. For one thing, the
destabilization of forest ecosystems cannot be measured by
timber increment alone. A forest is more than the sum of its
trees. Over the long term, the damage to habitat and regula-
tory functions are not only severe for the forest itself, but
also for its environment (groundwater, climate). For anoth-
er thing, the measures taken in the 1980s (SO2 emission con-
trol, fitting catalytic converters for NOx control, reduction of
heavy metal emissions, forest liming and ecologically adapt-
ed silviculture) have had positive effects. They have pre-
vented forest dieback from spreading from the exposed
higher altitudes to the lowlands.

That catastrophic developments have not occurred does
not suggest erroneous assumptions, but is the outcome of
correct action after the recognition of emerging risks. How-
ever, these are by no means yet dispelled. The discussion in
this section illustrates clearly that forest ecosystems are still
overloaded, albeit at a lower level. The long-term effect
upon our forests of the cocktail of SO2, NOx, NH4 and CO2
is highly uncertain.
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merely examples drawn from a broad array of possi-
ble reactions and interactions.

D 5.2.6
Present management of the risk

Through ratifying the 1979 Convention on Long-
Range Transboundary Air Pollution (LRTAP), the
(European and North American) parties have for the
first time responded collectively to the diverse im-
pacts and risks of air pollution. Analogous progress
in other regions of the world has not taken place – as
illustrated above, this would be particularly neces-
sary for East and South-East Asia. Since then, inter-
national collaboration in the UN/ECE region has
produced further agreement (e.g. the 1994 Sulphur
Protocol) on air pollution control, and, moreover, has
led to expanded aims and strategies. Efforts now no
longer focus only on determining maximum permis-
sible limits of individual pollutants, but also sensitiv-
ity ranges for ecosystems. Using an ecosystem ap-
proach, the ecological loads are determined that
plant communities or soils can tolerate without suf-
fering damage. The methodology for determining
critical loads and critical levels is based on findings
and recommendations of a 1988 UN/ECE working
group.

The critical loads approach was extended in 1995,
when for the first time an integrated modeling of crit-
ical acid loads was performed and applied to 31
ecosystems, using a regional model (RAINS;Alcamo
et al., 1990) and a global integrated assessment mod-
el (IMAGE 2;Alcamo et al., 1995). Emission profiles
were modeled in 13 different world regions, taking
into consideration socioeconomic driving forces.
These profiles form the basis for scenarios that clari-
fy the sensitivity of ecosystems in Europe and Asia
with regard to the combined stresses of climate
change and acid loading (Alcamo et al., 1995). These
tools permit a risk evaluation that illustrates the dy-
namics of terrestrial ecosystems and highlights the
potential impacts of political actions or failure to act.
The possibilities of such integrated modeling not-
withstanding, it must be demanded that the critical
loads approach is expanded so as to move from the
analysis of static equilibria towards a consideration
of dynamic equilibria and that the boundary condi-
tions are extended so as to cover a greater number of
ecosystems. Carbon compounds should also be in-
cluded in addition to nitrogen compounds and acid
precursors. In order to reflect the combined effects of
substances, the approach would also need to take
into consideration the synergistic or antagonistic in-
teractions among the substances concerned. Here a
major need remains for basic research in order to

Substances and Possible effect mechanisms Examples of possible risk potentials
substance combinations

N ↑ N contents, ↑ mineralization, ↑ nitrate in groundwater, ↓ frost, drought
↑ N turnover, ↑ NPP, ↓ mycorrhizal or pest resistance, ↓ biodiversity,
fungi, ↑ /↓ humus ↓ ecosystem functions

N + SOy ↑ soil acidification, ↑ toxic ↑ nitrate in groundwater, ↑ water acidification,
ions (Al), ↓ fine roots and ↓ drought resistance, ↓ nutrient equilibrium,
mycorrhizae, ↓ cations ↑ forest damage, ↓ biodiversity,

↓ ecosystem functions

CO2 with low -/↑ NPP, ↑ /↓ C/N ratios, ≠ vegetation composition,
N availability ↑ /↓ mineralization, ≠ population dynamics of herbivores

↑ /↓ shoot/root ratio,
-/↑ water and nutrient-
use efficiency

CO2 + N ↑ C and N accumulation through ≠ species composition, ↓ biodiversity, ↑ N 
↑ NPP, ↑ /↓ humus and ↑ C after exogenous disturbances (e.g. land

use, fire, climatic changes), ↑ climate change

climatic changes ↑ mineralization, ↑ NPP, ↑ vegetation shifts, ↑ invasion of alien species
+ CO2 + N + S ↓ C storage ↑ desertification, ↑ climate change

Table D 5.2-1
Overview of possible effects and risk potentials of anthropogenic interventions in biogeochemical cycles 
(↑ : rising; ↓ : falling; -: no change; ≠: change; NPP = net primary production).
Sources: Schulze et al., 1989; Mohr and Müntz, 1994; Vitousek, 1994; Amthor, 1995; Dixon and Wisniewski, 1995; Heywood and
Watson, 1995; Woodwell and Mackenzie, 1995; Drake et al., 1997; Flaig and Mohr, 1996; IPCC, 1996a; Körner and Bazzaz, 1996;
Koch and Mooney, 1996; Walker and Steffen, 1996; Arnone III and Hirschel, 1997; Berg and Matzner, 1997; Foster et al., 1997;
Hungate et al., 1997; Kinney et al., 1997; Vitousek et al, 1997a; Gundersen et al., 1998; Mooney et al., 1998; Walker et al., 1998
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provide a foundation for risk assessment. Following
WBGU (1995a), the Council recommends extending
the concept so as to include ‘critical operations’, ‘crit-
ical states’ and ‘critical outputs’, in order to be able to
reflect critical structural properties of ecosystems.
Linking an extended critical load approach with cou-
pled global circulation models would be an impor-
tant method by which to assess insidious risks and a
valuable tool by which to screen potential impacts of
political measures. However, this can only succeed if
the ecological assessment bases are improved, indica-
tors are developed for ecological and ecotoxicologi-
cal assessment and the data basis for risk assessment
is expanded.

D 5.2.7
Assignment to the risk classes

In view of the projected growth of world population
and industry, carbon, nitrogen and sulfur emissions
are set to rise, although their spatial clustering will
change. The risk of a destabilization of terrestrial
ecosystems thus has a high probability of occurrence.
In accordance with spatial clustering, the extent of
damage will vary greatly from region to region, and
both its ecological and economic consequences are
associated with a high uncertainty of assessment be-
cause of the diverse and partially unclear interac-
tions. The conflict potential engendered by spatial
disparities can be high, as the processes can only be
reversed very slowly, if at all. Due to the insidious
character and high complexity of the processes in-
volved, the delay effect of the risk is high both with
regard to consequences and with regard to its per-

ception, so that the mobilization potential is lower
than for other risks with directly perceptible impacts.
The risk accordingly attains less political priority.
Due to these properties, the risk is assigned to the
Cassandra class (Table D 5.2-2).

D 5.3
Persistent organic pollutants

D 5.3.1
Characterization of the risk

Organic contaminants that decompose slowly or not
at all lead to acute toxic effects when arising at high
concentrations close to their sources. At large dis-
tances to the site of emission, even traces of these
substances can still have chronic toxic effects. Due to
their physico-chemical properties (e.g. vapor pres-
sure, water-solubility, fat-solubility), these persistent
substances are dispersed globally via atmospheric
and hydrospheric pathways and accumulate in vari-
ous environmental compartments. This constitutes a
risk, even if effects are unknown. The effects have
only been determined for a few species and only for
some of the roughly 5,000 xenobiotics that are re-
leased in larger quantities to the environment (BUA,
1976). These substances enter the environment
through e.g. leaks in non-contained production
processes and applications, and in the course of dis-
posal. Biocides are applied deliberately in pest con-
trol. Despite major gaps in knowledge, ecotoxicolog-
ical risks are tolerated for both deliberately and un-
intentionally distributed substances. Although pest

Table D 5.2-2
Application of the evaluation criteria to the risk of destabilization of ecosystems caused by interventions in global
biogeochemical cycles. This belongs to the Cassandra risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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control agents are subjected to ecotoxicological test-
ing prior to market approval in Europe and the USA,
cases of unexpected consequential ecological dam-
age have occurred repeatedly. The established eco-
toxicological testing methods are inadequate in a
number of respects: possible combinatory effects
upon individual organisms, effects upon the overall
ecosystem and consideration of complex environ-
mental processes (Lammel and Pahl, 1998).A part of
the biocides does not reach the target organisms, but
enters flowing waters or the atmosphere. Pesticides
can thus accumulate even in remote regions. For in-
stance, endosulfan and fenthion, insecticides which
are also used in OECD countries, are viewed as crit-
ical in this connection (UN/ECE, 1997). Various pes-
ticides, including the important triazine herbicides,
can further have an endocrine-disrupting effect. In
flowing waters receiving surface runoff from agricul-
turally utilized areas, disturbances observed in the
aquatic ecosystem have been attributed to insecti-
cides (Liess, 1998).

Important persistent organic pollutants (POPs)
are mono- and polycyclic aromatic hydrocarbons,
halogenated aliphatic and aromatic hydrocarbons,
chlorinated ethers or nitrosamines (Callahan et al.,
1979). The prevalence of these substances in the en-
vironment is determined by the applications in ques-
tion, the transport patterns in the specific environ-
mental compartments and the physico-chemical
properties of the substances themselves. Thus the
concentrations of critical substances such a hexa-
chlorobenzene (HCB), polychlorinated biphenyls
(PCBs) and DDT in environmental compartments
and organisms are higher in the northern hemisphere
than in the southern hemisphere, while chlordane is
distributed evenly across the globe. Some readily
volatile substances such as HCB have a reduced at-
mospheric residence time at lower temperatures, so
that they tend to be deposited more at high latitudes.
In contrast, less volatile substances, such as DDT,
dieldrin and PCBs, are generally found in lower con-
centrations at high latitudes distant from the emis-
sion source. Water-soluble substances, gaseous or
particulate, are washed out rapidly. Most POPs, how-
ever, are poorly soluble in water. With rising relative
molecular mass (e.g. from less to highly chlorinated
PCBs) of poorly soluble substances, the ratio be-
tween substances transported in gaseous and partic-
ulate form drops, so that the mean atmospheric resi-
dence time drops.

As opposed to the risks associated with the accu-
mulation of most of the conventional pollutants and
nutrients in the environment, the risks generated by
POPs escape direct perception: their input to marine
and terrestrial ecosystems is dispersed and typically
via the atmospheric pathway. At the prevailing con-

centrations in the environment and food chain, they
are not immediately toxic to animals and humans
(except for cases of high emissions).A direct damage
potential does nonetheless arise if the substances are
already toxic to humans or the environment at low
concentrations – so low as to be organoleptically im-
perceptible. Even low doses already cause distur-
bances of the reproductive system, of metabolic
processes, of the immune system and of behavior, and
tumors. Toxicological studies and cases of source-
close exposure have shown many POPs to cause se-
vere effects (e.g. skin diseases and other illnesses
caused by dioxin exposure due to chemical accidents,
or illnesses of farmers after improper use of pesti-
cides). In many countries, workplace exposure is sub-
ject to statutory controls (such as the ‘MAK – maxi-
male Arbeitsplatzkonzentrationen’ threshold limit
values in Germany; DFG, 1997). Inhalation and food
intake are the main exposure pathways for humans.
Particular relevance attaches to those substances
that, due to their longevity, accumulate in the ecos-
phere or – if they are fat-soluble – in the food chain.
Carcinogenic substances present a risk even without
such an accumulation. For instance, the biodegrad-
ability of phthalic acid esters is high in carnivores, but
low in plants (Giam et al., 1984).A small, not quickly
excreted proportion accumulates in the liver, the fat-
ty tissue and the brain. Furthermore, there is still a
major lack of knowledge regarding the toxicological
relevance of products of metabolism. It is suspected
that di-(2-ethylhexyl)phthalate (DEHP) which
acounts for more than 1⁄4 of world phthalate produc-
tion, is carcinogenic (Giam et al., 1984; Koch, 1989)
and that its main metabolite in animals, mono-(2-eth-
ylhexyl)phthalate (MEHP), may impair human re-
productive functions (Stahlschmidt-Allner et al.,
1997). An estrogenic activity of dibutyl and benzyl
butyl phthalate has recently been reported (HHS,
1993; Soto et al., 1995). Phthalic acid esters are used
as softeners in plastics, of which they are a main com-
ponent (50–67% of PVC products).Their global pro-
duction amounts to several million t year-1 (2 kg per
capita and year in the USA). Their long-distance
transport is through the hydrosphere and in large
part also via the atmosphere.

D 5.3.2
Present management of the risk

Ozone-depleting substances are the only trace sub-
stances that are as yet subject to global regulation.
Chapter 19 of AGENDA 21, which is devoted to the en-
vironmentally sound management of toxic chemicals,
calls for global cooperation to control hazardous
xenobiotics subject to long-distance transport. Re-
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gional pollution hotspots in aquatic ecosystems have
already led to international cooperation, such as the
Canada-USA Great Lakes Water Quality Agree-
ment, the Convention on the Protection of the Ma-
rine Environment of the Baltic Sea Area (1992
Helsinki Convention, not yet in force), the Conven-
tion for the Protection of the North-East Atlantic
(1992 OSPAR Convention, not yet in force) and the
Convention for the Protection of the Marine Envi-
ronment and the Coastal Region of the Mediter-
ranean (1995 Barcelona Convention, not yet in
force). Here commitments have been agreed to re-
turn the concentrations of not further specified, per-
sistent and bioaccumulating substances to harmless
levels by the year 2000 (North-East Atlantic) or 2005
(Mediterranean).

Following on from recent multinational agree-
ments, such as the POPs protocol to the Convention
on Long-Range Transboundary Air Pollution of the
UN Economic Commission for Europe (UN/ECE;
the ‘Aarhus Protocol’) adopted at the end of June
1998, which is limited to Europe and North America,
a global POPs convention is now to be adopted. This
was demanded at the 1995 Washington conference
on land-based marine pollution by the assembled
representatives of states. In 1997, UNEP received a
report and recommendations of the Intergovern-
mental Forum on Chemical Safety (IFCS) on the
need for action on POPs. The decision to establish
IFCS was supported in 1994 by 130 states. This ulti-
mately extends the previous EU- and OECD-wide
chemicals policy (not legally binding in the latter fo-
rum) to all states. IFCS is charged with addressing the
6 program areas proposed in Chapter 19 of AGENDA

21:
• Expanding and accelerating international assess-

ment of biogeochemical and chemical risks,
• Harmonization of classification and labeling of

chemicals,
• Information exchange on toxic chemicals and bio-

geochemical and chemical risks,
• Establishment of risk reduction programs,
• Strengthening of national capabilities and capaci-

ties for management of chemicals, and
• Prevention of illegal international traffic in toxic

and dangerous products.
These activities comprise strong elements of capacity
building, e.g. duties to provide information and the
PIC principle (Section F 6). IFCS implements the
Agenda process in collaboration with international
organizations (OECD, WHO, ILO, FAO, UNEP,
UNIDO and UNITAR) and non-governmental or-
ganizations (NGOs, in various major groups: indus-
try, labor unions, conservation/consumer associations
and the scientific community). NGOs have been in-

volved in the whole process from the very outset with
a right to speak at meetings (IFCS, 1997).

In June 1998, an International Negotiating Com-
mittee came together for the first time to prepare a
legally binding convention on the protection of hu-
man health and the environment against damage by
POPs. The list of priority POPs identified by UNEP
to be regulated by the convention comprises 12 sub-
stance groups (the ‘dirty dozen’): 9 pesticides (aldrin,
chlordane, DDT, dieldrin, endrin, HCB, heptachlor,
mirex, toxaphene – several hundred individual com-
pounds), polychlorinated biphenyls (PCBs, 209 indi-
vidual compounds) and polychlorinated di-benzo-p-
dioxins and -furans (PCDD and PCDF – 75 and, re-
spectively, 135 individual compounds). In many
states, including most industrialized countries, the
application of the above pesticides is already banned
or greatly restricted. PCB production is already
banned in all states. It can be assumed that global
production, application and use have been in decline
since the 1970s. However, the international trade and
use of these pesticides is not fully inventoried
(UNEP, 1996). One outcome of this first negotiating
session was to establish a Criteria Expert Group
(CEG) with the remit to develop criteria and proce-
dures for including further POPs in the convention.
Substances presenting an urgent need for action also
include those that are presently produced and used in
industrialized countries.

The preparations for the POP convention have
been influenced by the negotiations for the PIC Con-
vention (Convention on the Prior Informed Consent
Procedure for Certain Hazardous Chemicals and
Pesticides in International Trade, Section F 6.3.2).

D 5.3.3
Assignment to the risk classes

Table D 5.3-1 shows the evaluation of the risk of per-
sistent organic pollutants (POPs). The uncertainty of
the probability and magnitude of damage is charac-
teristic for this risk. For both criteria, there are gen-
erally only assumptions. As POPs persist over long
periods in the various environmental compartments,
they are distributed globally.They are ubiquitous and
cause persistent damage with a considerable delay
effect. The risk taken by releasing POPs into the en-
vironment is thus an example of the Pandora class.
Considering the possible damage to human health,
animal organisms and ecosystems, the mobilization
potential is low, for instance compared with the pre-
vailing perceptions of the risk of climate change.
There is little interest among the public in the nego-
tiations for the POPs convention.
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D 5.4
Endocrine disruptors

In 1991, the Wingspread Consensus Statement – the
outcome of a consultation process of an interdiscipli-
nary group of scientists – launched the debate in the
USA on endocrine disruptors. The scientists agreed
that many of the substances present in the environ-
ment may be capable of exerting a negative influence
upon the internal secretion system of humans and an-
imals, and thus upon human health and the environ-
ment.

Substances with potential endocrine-disrupting
properties include plant protectants, pharmaceuti-
cals, PCBs, plastics additives and organometallic
compounds, but also natural substances such as the
phytoestrogens contained in plants.They are emitted
from the most varied sources, such as agriculture, in-
dustry, motor vehicles or antifouling paints on ships.
Many of these substances are by now ubiquitous and
are known for other damaging effects. Many en-
docrine disruptors belong to the group of POPs.

Risk characterization – Human effects
Some aspects of the debate on whether hormone-dis-
rupting chemicals may cause carcinomas, deformi-
ties, falling sperm counts, impaired brain develop-
ment in children and effects upon genital organs in
humans are the subject of much controversy. Most at-
tention is currently being given to possible effects
upon the reproductive system, in particular by estro-
gens. The following discussion revolves around this
aspect. Epidemiological studies have not yet been
able to prove causal agency for any of these effects.

While the findings of culture and animal experiments
suggest that such effects can be assumed in humans,
too, transferal of these findings to humans is prob-
lematic, particularly as there are as yet scarcely any
substances for which the dose-response relationship
has been clarified.

The validity and reproducibility of some findings
is dubious. This has recently been highlighted by re-
peated revocations of animal experiment findings
(Arnold et al., 1996; Sharpe and Turner, 1998). Beside
animal experiments, performing painstaking epi-
demiological studies is the main source of knowledge
on effects in humans. Workplace exposure and expo-
sure after chemical accidents can make the main con-
tributions here. However, even such studies deliver
no proof unless numerous other variables are con-
trolled. The fundamental difficulties in proving
causal connections are compounded by the circum-
stance that substances with potential endocrine-dis-
rupting properties are often mixtures of substances
with antagonistic or additive effects.

In its response to the interpellation of the German
Social Democratic Party (‘Hormonal risks and side-
effects of chemicals’), based in part on a study of the
German Research Foundation, DFG on hormonal
substances in foods (DFG, 1998), the German gov-
ernment arrives at the conclusion that the great ma-
jority of findings fails to support the presumption
that chemicals ingested through food or drinking wa-
ter pose a hazard due to their hormonal effect. On
the other hand, expert opinion holds that there is at
present no convincing alternative hypothesis to the
estrogen hypothesis for the rising prevalence of tes-
ticular cancer and the repeatedly voiced assumption
of declining sperm quality in men.

Table D 5.3-1
Application of the evaluation criteria to the risk potential of persistent organic pollutants (POPs). This belongs to the Pandora
risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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Some scientists suspect that the dose-response
curve of endocrine disruptors takes the form of an in-
verted U. In pharmaceutics it is known that the effect
of a substance can initially rise in step with rising con-
centrations, then to decline again at higher concen-
trations. This has been shown e.g. for DES (diethyl-
stilbestrol). If it should emerge that such a non-mo-
notonic dose-response relationship also applies to
further substances, this would call into question sub-
stance assessments based on experimental findings
with concentrations in the declining effects part of
the curve. New testing approaches and management
strategies would then be necessary.

Environmental effects
The presumed effects of endocrine disruptors upon
animals include behavioral and fertility disturbances,
feminization and rising incidence of disease. In young
individuals and males of various fish species, hor-
mone disruptors have been found to lead to repro-
ductive disturbances and to the formation of a pre-
cursor of a yolk protein (vitellogenin; Karbe, 1997).
Masculinization of female animals (imposex) caused
by tributyl tin (TBT) has now been found in more
than 110 species of marine mollusk (Oehlmann et al.,
1995). In birds, damage to eggshells and reproductive
disturbances caused by DDT were already reported
in the 1960s. Birds feeding on contaminated fish have
developed behavioral abnormalities (Fox et al.,
1978).

It is presently scarcely possible to judge finally
whether the sum of individual findings suffices to
conclude a considerable contribution of endocrine
disruptors to problems of global change, such as the
loss of biodiversity and the degradation of natural
habitats. As yet, clear cause-effect relationships be-
tween certain endocrine disruptors and environmen-
tal damage have only been identified in a few cases.
Substances with a relatively certain effect include
TBT, octyl- and nonylphenol and bisphenol. Mea-
sures to reduce emissions of these substances are in
place in many states or are due to commence soon.

Management of the risk and assignment to
the Pandora risk class
Octyl- and nonylphenols are degradation products of
alkylphenolethoxylates (APEOs), which are used
worldwide in many product groups, including deter-
gents. In Germany, the industry groupings concerned
have entered into a voluntary commitment to dis-
pense with the use of APEOs in detergents and
cleaning products from 1986 onwards. In 1989, the
European Community adopted a directive banning
the use of TBT on ships of less than 25 m length. In
the meantime, bans on TBT-containing antifouling
paints on boats shorter than 25 m apply in almost the

whole of Europe, North America, Australia and the
Far East. Switzerland and New Zealand have already
enacted a complete ban on the use of organotin com-
pounds as antifouling paints.

In many cases only assumptions are possible as to
the probability and magnitude of damage associated
with the risk of anthropogenic emissions of en-
docrine disrupting substances. No final evaluation of
the risks presented by endocrine disruptors can be
made. This has several reasons: the diversity of sub-
stances implicated; the generally inadequate data on
occurrence and behavior in the environment and or-
ganisms, the generally unclear dose-response rela-
tionships; possible synergistic effects and a potential
latent period between cause and effect. The German
Federal Environmental Agency (UBA) has present-
ed a study proposing concrete recommendations for
research (Gülden et al., 1997). The high uncertainty
attaching to both the probability of occurrence and
the magnitude of damage justify an assignment to the
Pandora class of risk. Many endocrine disruptors be-
long to the group of persistent organic pollutants
(POPs), whose risk was also assigned to this class in
the previous section.

Through establishing the application of the pre-
cautionary principle in the Convention for the Pro-
tection of the Marine Environment of the North-
East Atlantic (OSPAR, Article 2), the signatory
states responded in 1992 to new risks with high levels
of uncertainty. The German government already for-
mally established the precautionary principle as ear-
ly as 1982 (BverwG, 1985), and adopted in 1986
guidelines for precautionary environmental care
through the prevention and step-wise reduction of
damaging chemicals. It is conceivable that, in the fu-
ture, gains in knowledge or precautionary measures
may move the risk posed by endocrine disruptors
partially or in whole into the normal area. In this case
further precautionary measures could be dispensed
with. At present, such an ‘all-clear’ would be prema-
ture.



D 6 Climate risks

D 6.1
Introduction

Climate variability and climate change:
Characteristics
Climate is influenced by many processes. These in-
clude the physical processes in the atmosphere that
make up the weather, the storage and transport of
energy and materials (such as carbon dioxide) in the
oceans, changes in snow and ice conditions in the
cryosphere and, finally, biological and chemical cy-
cles that impact upon the distribution of greenhouse
gases in the global climate system. Slower processes
of change in the lithosphere also exert an effect on
climate where they interlock in energy and chemical
cycles. Climatic processes, while describable (namely
through substance, energy and momentum bal-
ances), can only be predicted to a limited extent. In
particular, climatic variables can not be characterized
adequately by average values such as a mean state
and its time evolution.The variability of climatic phe-
nomena operates over time scales ranging from sec-
onds to millions of years. These include the interan-
nual fluctuations of which humans have long been
aware, such as the periods of torrential rain or the 7
fat and 7 lean years (Noah and Joseph noise). Simi-
larly, the spatial effects of climate can operate on al-
most all scales, ranging from local events (excessive
rain, tornadoes etc.) through to geographically major
changes in atmospheric-oceanic circulation patterns.
The emission of substances to the atmosphere har-
bors a danger of disrupting the climate system if
these substances are radiatively active. So-called
greenhouse gases let short-wave solar radiation pass,
but absorb the longer-wave heat radiated from the
Earth and thus exert a warming effect. A different
type of perturbation of the radiation balance is
caused by gases that lead to the formation of aerosol
particles. These deflect solar radiation and therefore
have a mainly cooling effect, but in some cases also a
warming effect.

The orders of magnitude of the perturbations of
the heat balance may appear relatively small, but due

to non-linear coupling in the form of amplification
and feedback mechanisms their impacts can cause
wide-ranging changes in climate.

Climate variability and climate change:
Risks
Natural climate variability can lead to the occurrence
of extreme weather conditions entailing risks for
ecosystems, agriculture and human infrastructure:
storms, floods, droughts and large-scale fires can
cause enormous damage, with greatly varying proba-
bilities of occurrence from location to location. Due
to our still patchy understanding of natural climate
variability, the predictability of such events is very
limited.

If climate change is added on to natural climate
variability, further risks loom: regional weather pat-
terns can shift gradually and/or their statistics can
change qualitatively. The occurrence of new ex-
tremes previously unknown at a specific location is
an indication of climate change. Potential damage
can assume magnitudes ranging up to the loss of the
preconditions for existence – both for humans and
the climatically adapted biosphere.
Gradual climate change, such as longer-term shifts of
climate zones, need not be problematic in all cases.
Whether it is possible for humans and ecosystems to
adapt depends decisively upon the speed of change.
Anthropogenic emissions of greenhouse gases are
currently leading to global warming at a speed that
has not occurred during the past 10,000 years (IPCC,
1996a). Ecosystems vulnerable to such rapid climate
change will generally be those that are confined geo-
graphically and those located close to the margin of
their niche, for instance in regions where disposing
factors are subject to great spatial variability. These
are marine and terrestrial ecosystems in coastal ar-
eas, inappropriately managed agro-ecosystems and
forest ecosystems close to the timber line at high lat-
itudes or in mountains (IPCC, 1996b, 1998).A further
risk resulting from shifting or spreading climate
zones is posed by climatically adapted pests and dis-
ease-carrying pathogens whose habitat is expanded;
due to the species composition found in the new
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habitat, these pests and pathogens gain large com-
petitive advantages.
Because of the non-linear interactions prevailing in
the complex climate system, human impacts upon cli-
mate may not only lead to gradual changes but also
to sudden, dramatic swings. These may include the
cessation of ocean currents that determine the cli-
mate of a region, or strong positive feedback effects
such as the sudden release of large quantities of
greenhouse gases through the warming of per-
mafrost soils.

Human-induced climate change is a core problem
of global change, with global-scale impacts that are
already visible today. This is a matter of risks associ-
ated with climate and weather phenomena which, ac-
cording to our present knowledge, must be seen in
this connection or where there are at least strong
grounds to assume that such a connection exists. Oth-
er manifestations that are not linked to human-in-
duced climate change are then global environmental
risks if they manifest themselves at the global scale as
extremes of climate variability. Only for these global-
scale manifestations are supranational adaptation
and prevention strategies appropriate.

This section initially characterizes risks associated
with natural climate variability (Section D 6.2.1)
where such risks have global relevance owing to their
magnitude and range of damage. These include the
risks associated with agricultural practices not adapt-
ed to natural weather fluctuations, and the El Niño
phenomenon. Subsequently, human-induced climate
change is discussed (Section D 6.2.2), which is one of
the core problems of global change and harbors a
great array of risks. Both gradual climate change
(Section D 6.2.2.1) and the danger of triggering sud-
den climatic swings (Section D 6.2.2.2) are examined.
The present management of these risks is determined
largely by internationally coordinated research ef-
forts and by the UN Framework Convention on Cli-
mate Change (FCCC) process (Section D 6.3.1). To
manage the risks of human-induced climate change,
scientific advisory processes are delivering new find-
ings and ideas for risk analysis and risk management
(Section D 6.3.2). The Council revisits its already re-
peatedly submitted proposal to tackle the problem
using the methodological approach of ‘tolerable win-
dows’ (Section D 6.3.2). Finally, the various risks as-
sociated with the variability of the climate system are
assigned to the classes of risk identified in this report
(Section D 6.4).

D 6.2
Risk phenomenology and damage potential

D 6.2.1
Natural climate variability and extremes

In the following, we discuss, firstly, risks associated
with agricultural practices that are not adapted to
natural weather fluctuations and, secondly, the El
Niño phenomenon as an example of a global pattern
of natural climate variability.

Agro-ecosystems
Climate risks arise above all in agro-ecosystems that
are narrowly adapted to climate and soil, and where
cultivation has been extended to areas that are cli-
matically marginal for the crops in question, i.e. poor-
ly suited. Crop losses can then be caused by frost,
heat or drought. Frost events can disrupt agricultural
production in temperate regions. The plants are gen-
erally well adapted to winter frost, but alternating
and late spring frosts can cause considerable damage.
In fruit cultivation, a single late frost event during the
blooming period can severely reduce the year’s yield.
Drought is a well understood agricultural production
factor. In a seasonal climate, the farmer faces the risk
that precipitation does not suffice to supply cereal
crops with water during the maturation period. Irri-
gated cultivation reduces this short-term risk. How-
ever, as irrigation is applied in order to ensure matu-
ration during the warm season or for a second har-
vest, this increases the longer-term risk of soil salin-
ization (WBGU, 1995a).

Global population growth will lead to food de-
mand rising considerably in the future. Over recent
decades, global cereal production has outstripped
world population growth by 15% (Gregory et al.,
1998; FAO, 1998), so that – the regional distribution
problem not considered – over the global mean the
situation has not deteriorated. This may well change
if in future food production does not grow in step
with population; there are already indications of such
a reversal of the past trend (Gregory et al., 1998). In
this case, natural climate fluctuations may already
jeopardize global food security in about 20 years
from now (Section E 3.2).

The increasing orientation of agriculture to yield
maximization is increasingly restricting the available
options to respond to pests and climatic stress (de-
clining resistance). Plants are internally coordinated
organisms. One-sided changes in metabolism (such
as promoting assimilate transport to the seeds) must
necessarily reduce a number of other metabolic path-
ways (e.g. the formation of secondary substances

Risk phenomenology and damage potential D 6.2
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such as phenols).The outcome is that with rising per-
hectare yields, the risk of crop losses caused by pests
or extreme weather conditions also rises (Chapin et
al., 1990; Marschner, 1990; WBGU, 1998a). The glob-
al food risk is further exacerbated if agriculture is not
well adapted to present natural climate variability,
for it is then also more vulnerable to human-induced
climatic changes (Section D 6.2.2.1; IPCC, 1998).

El Niño 
The El Niño/Southern Oscillation phenomenon
(ENSO) is a good example of the regional risks that
stem from the natural variability of the global cli-
mate. ENSO refers to a change in the dynamics of the
coupled oceanic-atmospheric system in the equatori-
al Pacific. Normally, the climate in the eastern equa-
torial Pacific is characterized by a cold ocean current
and high air pressure with low precipitation, while in
the western tropical Pacific the surface waters are
very warm, air pressure is low and precipitation is
generally high. About every 2–7 years, this pattern is
reversed: the zone of warm surface waters, associated
with low air pressure and high precipitation, moves
eastwards, the eastern Pacific becomes warm and
rainy and the cold ocean current along the South
American coast is replaced by a warm one. This al-
teration of the climatic pattern has supraregional im-
pacts upon the climate of almost all regions of the
world. Typical manifestations include floods in Cen-
tral and South America, droughts in South-East Asia
and in parts of Australia and southern Africa, and
greater precipitation and higher hurricane frequency
on the Pacific coast of North America. In El Niño
years, fishing yields on the Peruvian coast collapse.

It is the internal dynamics of the coupled oceanic-
atmospheric system that brings about the occurrence
of El Niño events and their disappearance, the latter
involving a cooler ocean (La Niña) and an opposite-
ly polarized distribution of the centers of high and
low air pressure (Southern Oscillation).This normal-
ly takes place at intervals of 2–7 years, but in recent
decades the interval has shortened to 3–4 years. This
may be due to a superimposition of an internal, mul-
tiannual dynamism with decadal climate variability
(Latif et al., 1997). In the 1990s, an unusual clustering
of El Niño events has been observed. An anthro-
pogenic impact upon ENSO dynamics cannot be
proven, nor can it be discounted at the present time.
In 1982/1983, the strongest El Niño event of this cen-
tury before that of 1997 caused or intensified
droughts in Australia and the Sahel, and led to exten-
sive bush fires in Australia and atypical weather con-
ditions in South Asia and North America. The resul-
tant losses have been estimated at about 2,000 hu-
man lives and US-$ 8–13 billion in property values
(crop losses and disaster damage). The 1997/98

ENSO event had even greater impacts upon South-
East Asia, Australia, Central and South America and
Africa. Most regions were affected by abnormally
low rainfall, in parts of South-East Asia only 25% of
the long-term average, while other regions such as
Ecuador and Peru experienced unusually heavy rain-
fall.

An El Niño event can neither be prevented nor
controlled by human actions. However, the first cor-
rect prediction of the El Niño event in 1997/98 was a
major success for climate research (Section D 6.3.1).
Further successes in ENSO prediction could con-
tribute to mitigating the risk for the regions affected.

D 6.2.2
Human-induced climate change

The radiation balance of the Earth is such that an un-
abated emission and thus accumulation of green-
house gases in the atmosphere (Box D 6.2-1) would
unavoidably entail considerable climatic changes in
the long run – with a potential for catastrophic dam-
age to humans and ecosystems in all climate zones.
The rise in global average surface-air temperature by
0.5 °C observed in this century is exceedingly rapid
compared with the climate history of past millennia.

Due to natural climate variability, it is very hard to
prove whether humankind has played a part in caus-
ing this observed climate change. However, in recent
years the methods by which to prove a ‘human fin-
gerprint’ on observed climate change have been im-
proved considerably. They are based on comparing
measured spatial patterns of the development of the
climate system over time with computed simulations
of climate models. In cases where it is extremely im-
probable that these patterns can be explained by nat-
ural climate variability, human-induced climate
change is considered statistically proven. Today, a
number of spatial patterns of observed temperature
change can be explained satisfactorily by the com-
plex interplay of three human influences (green-
house gas emissions, ozone layer depletion and
aerosol emissions; WBGU, 1998a). With due regard
to possible sources of error such as deficits in climate
models, and in consideration of the incomplete
knowledge of individual human contributions and
partially erroneous or heterogeneous measured data,
the Second Assessment Report of the Intergovern-
mental Panel on Climate Change (IPCC) comes to
the conclusion that “the balance of evidence suggests
a discernible human influence on global climate”
(IPCC, 1996a).This probability was estimated at 95%
(Hegerl et al., 1997) – a figure that must yet be con-
sidered uncertain; the data sets used for comparing
(model-based) expected and observed developments
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Box D 6.2-1

Interactions between biogeochemical cycles
and climate

Because interventions in the biogeochemical regimes of
large-scale ecosystems shift the balances of radiatively ac-
tive gases between the biosphere and the atmosphere, such
interventions can impact upon global climate. For instance,
the conversion of forests to cropland triggers a net CO2 re-
lease, because the mineralization of the organic matter in
the former forest ecosystem is now accelerated. As a conse-
quence, less atmospheric CO2 is stored in the newly created
agro-ecosystem. Moreover, the nitrogen regime is altered,
leading to more N2O – a potent greenhouse gas – being emit-
ted from the soil. Conversely, altered near-surface atmos-
pheric concentrations of the greenhouse gases CO2 (Section
D 5.1), ozone and water vapor have a direct impact upon
ecosystems.

Fig. D 6.2.1 gives a schematic representation of the glob-
al warming effects caused by biogenic and anthropogenic
emissions. The figure is complex because many of these ef-
fects are controlled by processes of atmospheric chemistry,
and several additionally by the biosphere (so-called indirect
global warming effects). Interactions are shown with their
sign (amplifying or attenuating), but not their relative im-
pact.The latter can vary greatly from region to region and as
a function of altitude in the atmosphere, so that partial com-
pensations can lead to opposite net effects. While some
processes develop their impacts over only weeks and rapid-
ly lose them again, the time scale of others can be up to 1,000
times longer. In addition to long-lived greenhouse gas emis-
sions (CO2, CH4 and N2O), nitrogen oxides (NOx) as acid
precursors in conjunction with hydrocarbons intensify the
greenhouse effect through forming ozone in the tropos-
phere. This process is further promoted by the emission of
N2O from soils, which is stimulated by inputs of NOx and
ammonia (NH3) progeny formed by chemical processes in
the atmosphere. Through these processes and through the
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Direct and indirect (i.e. mediated by ecosystems or atmospheric chemistry) climatic effects of substance emissions,
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are incomplete and do not cover a period lengthy
enough to be able to isolate beyond any doubt the
anthropogenic signal from all – even the longest –
natural cycles and dynamics.

Global warming must be expected to lead to an in-
creasing incidence of weather extremes (IPCC,
1996a). However, such trends are not observable uni-
formly in all regions, so that it is not possible at pre-
sent to speak of a global rise in weather extremes
(IPCC, 1996a).

Sea levels will most probably continue to rise in
the future. For the scenario of unabated greenhouse
gas emissions, projections for the coming 100 years
indicate a sea-level rise of 15–95 cm (IPCC, 1996a).
Thermal expansion of the water and the melting of
glaciers deliver the largest contribution to the ex-
pected sea-level rise. Major uncertainties presently
still remain concerning the mass balances of the great
polar ice sheets (IPCC, 1996a). Most projections as-
sume a negative mass balance for Greenland and an
accumulation of inland ice in the Antarctic. Howev-
er, there is a possibility that the West Antarctic ice
sheets become unstable.Their collapse would lead to
a dramatic sea-level rise, which would be far in excess
of the above projections and would threaten millions
of people in the densely populated coastal regions
(IPCC, 1996b). It is estimated that even now 46 mil-
lion people are statistically exposed to a storm surge
every year. With a sea-level rise of 50 cm this figure
could double to 92 million people, with a rise of 1 m
it could almost treble to 118 million people (IPCC,
1996b; WBGU, 1998a).

D 6.2.2.1
Vulnerable regions

Extreme weather events and shifts in precipitation
and temperature patterns have the potential to cause
major damage to climatically vulnerable regions.
These are regions where risks are significantly
heightened e.g. by sensitivity of the climate to per-
turbing influences and by a lack of capacities to adapt
to climatic changes.What are the decisive parameters

that can be applied to diagnosing and analyzing cli-
matically vulnerable regions? Can strategies be for-
mulated for these regions that serve to improve their
climatic resilience?

Many developing countries are viewed as particu-
larly susceptible to climate change. This is because of
the frequently unfavorable environmental condi-
tions and the lack of societal capabilities to imple-
ment compensatory measures. Many countries are al-
ready overburdened with the task of adapting to nat-
ural climate variability (IPCC, 1998). Africa is con-
sidered to be the continent most vulnerable to
climatic changes, as adaptation capabilities are par-
ticularly scarce there.

Mountain and coastal regions, marginal
agro-ecosystems
Mountain zones are particularly sensitive due to
their natural physical-geographical structure. Their
complex topography, marginal soils and lower
ecosystem stability make them susceptible to conse-
quential damage resulting from climatic changes.
This is further intensified by inappropriate land uses.
Winter and summer tourism, inappropriate agricul-
tural practices or infrastructural development can
operate as triggering factors for hazards with partial-
ly irreversible damage.

Coastal zones are among the most densely popu-
lated regions. As the catastrophic potential is partic-
ularly high for these regions, the risk is considerable
even if the probabilities of extreme weather events
(severe storms, storm surges etc.) are only low.
Whether vulnerability to extreme weather continues
to rise depends mainly upon future uses and upon the
development of the sea level.

Climatic changes (e.g. increased temperatures), in
conjunction with elevated CO2 concentrations and
altered nitrogen loading, can lead to changes in the
plant physiological reactions of agro-ecosystems to
weather extremes (Section D 5.1). The combined ac-
tion of anthropogenic nitrogen loading and reduced
winter cold, the probability of late spring frost re-
maining the same, can lead to increased physiological
sensitivity. This can exacerbate the impact of a ‘nor-

role that N2O additionally plays in depleting stratospheric
ozone, emissions of nitrogen oxides and ammonia, which
themselves (together with their atmospheric progeny) are
already removed from the atmosphere after a few days, still
generate perturbations in the radiation balance and in the
stratospheric ozone layer after more than 100 years (Lam-
mel and Graßl, 1995).

Emissions of SO2, NOx (and further combustion prod-
ucts) and of NH3 intensify aerosol formation, which attenu-
ates global warming. The depletion of stratospheric ozone

also operates in the same direction, whereby this effect is
not too strong due to the small contribution of stratospher-
ic ozone to radiative forcing. Aerosols have high variability
over space and time and – depending upon their sources –
differing properties. As they also exert indirect radiative
forcing effects, namely through their influence upon clouds,
their global warming effect can not yet be quantified accu-
rately (Schwartz, 1996; Lohmann and Feichter, 1997). Over
the global average, it is in the same order of magnitude as
that of greenhouse gases (IPCC, 1996a).
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mal’ late frost. As almost 2⁄3 of all temperate regions
are affected by excessive loading, this is a globally
growing risk with a high probability of occurrence
and a potentially very large magnitude of damage.
The impact of short-term interventions and outgoing
material fluxes due to extreme weather conditions
(snowmelt, drought) is more severe upon ecosystems
that are already stressed by anthropogenic material
fluxes. Farms or regions specialized upon single crop
species are particularly sensitive to climatic fluctua-
tions.

D 6.2.2.2
Ocean circulation

Thermohaline circulation is the flywheel that drives
interbasin exchange of waters in the world ocean. It
is the reason why winter temperatures in Europe are
some 5–10 °C higher than in North America or Asia
at similar latitudes.This circulation system comprises
three branches in the Atlantic Ocean: the Gulf
Stream, a shallow, warm northward flow comparable
in quantity to a 100-fold Amazon flow; the downward
flow of cold, salty and thus denser water in the
Labrador Sea and Greenland Sea; and, finally, the
deep water that then flows southwards through the
Atlantic.This circulation system can collapse abrupt-
ly in the North Atlantic if the production of high
salinity deep water is interrupted. For this, even slight
regional reductions in the density of upper water
would suffice (Stommel, 1961), caused e.g. by in-
creased freshwater inputs from continental outflows,
glacier melting in the fjords of Greenland or precipi-
tation changes in the region of the North Atlantic
storm tracks. Reorganizations of deep water forma-
tion have occurred repeatedly in the past in the tran-
sition between interglacial and glacial periods, and
most probably were the factors that triggered or ter-
minated ice ages. The last interglacial episode in the
North Atlantic region (Eem Interval) was terminat-
ed by an ice age with a transitional period of only a
few decades (Broecker, 1997; de Menocal and Bond,
1997). Simulations using climate models have pre-
dicted the cessation of large-scale thermohaline cir-
culation as a result of global warming if greenhouse
gas emissions continue unabated. In this scenario, a
change in the freshwater balance caused by global
warming plays the main role (Maier-Reimer and
Mikolajewicz, 1989; Manabe and Stouffer, 1993;
Stocker and Schmittner, 1997). This would mean a
new ice age for Europe: within decades, Europe’s cli-
mate would approach that of Siberia or Canada.This
possibility of an abrupt crash in temperatures is cer-
tainly one of the largest direct risks associated with
anthropogenic climate change. Under present condi-

tions the consequences would be catastrophic – par-
ticularly if we consider that Europe feeds some 300
million people on comparatively good soils, but
Canada only about 30 million (Fig. D 6.2-2).

Present model simulations cannot yet be taken as
definitely indicative that such a development is pend-
ing. The probability of occurrence is thus unknown.
However, these findings express the presently best
available knowledge, and must thus be understood as
a well-founded warning that needs to be taken very
seriously.

D 6.3
Present management of the risk of climate change 

D 6.3.1
Climate research and climate policy

Where human counteraction is not possible, extreme
climate events cannot be prevented, but their damag-
ing effects can be mitigated by adaptation, particu-
larly if they are recognized in time. Thus the 1982/83
El Niño event prompted a broadly based research
program (Tropical Ocean Global Atmosphere,
TOGA, within the framework of the World Climate
Research Programme, WCRP, 1985–1994) with the
aim of gaining systemic understanding, early recogni-
tion and prediction of singular events. As one out-
come of this research, an operational monitoring and
forecasting system is now in place (NRC, 1996). The
agricultural services of many countries use ENSO
predictions (up to 12 months in advance) to formu-
late specific recommendations. ENSO impacts domi-
nated the world markets of a number of important
agricultural products (cereals, coffee, cocoa) in
1997/98. Some markets already reacted in anticipa-
tion of impending scarcities (maize price in South
Africa in summer 1997; Tait and Mead, 1997).

With the First World Climate Conference con-
vened in 1979 by the World Meteorological Organi-
zation (WMO), the risk of anthropogenic climate
change – an issue already debated intensively in the
academic community throughout the 1970s – became
a part of the international environmental policy
agenda (Coenen, 1997). In 1988, following a proposal
of the UN General Assembly, WMO and UNEP es-
tablished the Intergovernmental Panel on Climate
Change (IPCC; Box D 6.3-1). IPCC’s First Assess-
ment Report was submitted in 1990 in time for the
Second World Climate Conference. This intensified
the pressure upon the international community such
that the UN General Assembly instituted an interna-
tional negotiating process on climate protection.This
process, involving the participation of 150 states and
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Box D 6.3-1

The IPCC: providing scientific advice to
international policymaking

The Intergovernmental Panel on Climate Change (IPCC)
was established jointly by the World Meteorological Orga-
nization (WMO) and the United Nations Environment
Programme (UNEP) in 1988 on behalf of the UN General
Assembly.

The task of the IPCC is to collate and assess the state of
knowledge on global warming, its possible impacts and po-
litical options for action. However, the IPCC is not a purely
academic body (Coenen, 1997): the plenary sessions of gov-
ernment representatives adopt the Summaries for Policy-
makers and the Syntheses of Scientific-Technical Informa-
tion.

In order to permit an assessment process that is as free
and scientifically rigorous as possible, the IPCC formed
three scientific working groups in 1988, focusing on: analy-
sis of the climate system (‘Science’), assessment of the con-
sequences of climate change (‘Impacts’) and prevention

and adaptation strategies (‘Response Strategies’; Bolin,
1997).These working groups are composed of scientists and
commission a great number of further experts to review
their reports. The statements of the IPCC are based exclu-
sively upon published scientific literature. More than 300
scientists from 25 countries were involved in the prepara-
tion of the First Assessment Report on the Science of Cli-
mate Change (IPCC, 1990). This provided the scientific ar-
guments for preparing and negotiating the Climate Con-
vention (FCCC).The IPCC provides the parties to the Con-
vention with a supporting mechanism that reviews
advances in knowledge, and synthesizes and assesses this
knowledge in a manner largely uninfluenced by non-scien-
tific purposes, publishing its outcomes in the form of assess-
ment reports. The Second Assessment Report was present-
ed in 1996 (IPCC, 1996a, b, c). Furthermore, upon request of
the Conference of the Parties to the Convention or its sub-
sidiary bodies, the IPCC prepares special reports and tech-
nical publications, and methodologies and guidelines such
as that on greenhouse gas emissions inventories (IPCC,
1997). The latest special report was concerned with the re-
gional impacts of climate change (IPCC, 1998). The Third
Assessment Report is due to be presented in the year 2001.
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the support of WMO and UNEP, led to the drafting
of the United Nations Framework Convention on
Climate Change (UNFCCC), which was adopted in
May 1992 and was signed by more than 150 states at
the UN Conference on Environment and Develop-
ment (UNCED) in Rio de Janeiro in June 1992. It en-
tered into force in 1994.

The ultimate objective of the Convention is to
achieve “stabilization of greenhouse gas concentra-
tions in the atmosphere at a level that would prevent
dangerous anthropogenic interference with the cli-
mate system. Such a level should be achieved within
a time frame sufficient to allow ecosystems to adapt
naturally to climate change, to ensure that food pro-
duction is not threatened and to enable economic de-
velopment to proceed in a sustainable manner”
(UNFCCC, Article 2).

The Convention makes no concrete statement as
to which level of greenhouse gas concentrations
would present no danger. Nor does it stipulate con-
crete reduction targets beyond the year 2000. At the
Third Conference of the Parties held in Kyoto in De-
cember 1997, a protocol to the Convention (the Ky-
oto Protocol) was adopted. This stipulates for the
first time legally binding commitments of the indus-
trialized countries to reduce their greenhouse gas
emissions (Box D 6.3-2).

D 6.3.2
Risk research

To assist in addressing the risks of anthropogenic cli-
mate change, the academic community supplies poli-
cymakers with new findings and proposals. At pre-
sent, three main techniques are applied to take into
consideration uncertainties: sensitivity analysis (in
the narrower sense), stochastic models and decision
analysis. These are techniques of risk analysis and
procedures of risk management. The Council recom-
mends in this connection an integrated approach for
precautionary risk management, presented in the fol-
lowing as the concept of ‘tolerable windows’.

Risk analysis: Sensitivity analyses
Sensitivity analysis aims to estimate the influence
that uncertain values of input variables can have
upon the outcome of model calculations of risk. In
the simplest variant of such an analysis, it is examined
how model results will respond to a slight variation
(e.g. by 10%) of only one input variable, i.e. how sen-
sitive the results are to such a variation. If it is possi-
ble to further quantify the uncertainty range of such
an input variable (e.g. by stating an uncertainty inter-
val or a probability distribution) then the model re-
sults for a (fairly) extreme choice of input data (e.g.

values of the 10th and 90th percentiles) are of inter-
est. Such analyses have been carried out for various
integrated models (IPCC, 1996c; Nordhaus and Yang,
1996). These have shown that the outcomes of eco-
nomic cost-benefit analyses depend considerably
upon uncertainties in the discount rate applied. This
underscores the great importance of applying appro-
priate discounting methods.

Risk analysis: Stochastic models 
Stochastic models go beyond the separate examina-
tion of the influence of individual uncertain parame-
ters. Rather, they integrate the entirety of all uncer-
tainty prevailing in the input data. To this end,
proceeding from given or subjectively estimated
probability distributions, a so-called Monte-Carlo
simulation is undertaken to determine a set of possi-
ble permitted combinations of the input data and to
identify the model outcome for each combination.
The set of model results can then in turn be described
by a probability distribution that permits an estima-
tion of the range of possible future developments
(IPCC, 1996c).

Risk management: Decision and cost-benefit
analysis
Decision analysis offers an approach to evaluating
proposed development pathways in the context of
climate policy risk management that also takes un-
certainties and learning processes into consideration
(Nordhaus, 1994; Section F 1.2.3). Here it needs to be
considered that in many cases it is not possible to de-
scribe the uncertainty of input data by objective
probabilities. Instead, subjective probabilities are
used, whose validity is a subject of controversy
(IPCC, 1996c). Secondly, this technique frequently
only models the aspect of data uncertainty. More-
over, there continues to be considerable uncertainty
concerning the model structure to be used. The sim-
plified climate models used in optimization models
(e.g. cost-benefit models), in particular, are unable to
make statements on possible climate instabilities as a
cause of climate risks. A result of this is that one of
the most recent cost-benefit models (RICE: Nord-
haus and Yang, 1996) recommends an optimum emis-
sions pathway that – when compared with the results
of other studies (Stocker and Schmittner, 1997) –
would lead over the long term to the thermohaline
circulation being turned off. As other and presently
much less well understood climate instabilities are
conceivable in addition to the danger of thermoha-
line circulation collapsing (IPCC, 1996c), it would ap-
pear prudent to steer a precautionary course until
such time as an improved understanding of such
processes is available. The Council has set out a cor-
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Box D 6.3-2

The Kyoto Protocol: Moving towards
international risk management

The Kyoto Protocol is an international agreement supple-
mentary to the UN Framework Convention on Climate
Change (FCCC). It was negotiated in December 1997 in Ky-
oto, Japan, stipulating for the first time binding, quantified
greenhouse gas emission limitation or reduction commit-
ments. Should they ratify the Protocol, the states listed in
Annex I to the FCCC (the industrialized states) must reduce
their emissions of six greenhouse gases during the 2008–
2012 period to levels at least 5% lower than those in 1990.
The six greenhouse gases comprise the three most important
anthropogenic greenhouse gases – carbon dioxide, methane
and nitrous oxide – and the radiatively active fluorinated
compounds (hydrofluorocarbons, perfluorocarbons, sulfur
hexafluoride).

The commitments of the individual parties are differen-
tiated, their average amounting to a 5.2% emissions reduc-
tion. The European Union and most of the Eastern Euro-
pean states have committed themselves to the highest re-
ductions, at 8%, followed by the USA (7%), Canada, Hun-
gary, Japan and Poland (6%) and Croatia (5%).The Russian
Federation, Ukraine and New Zealand must only stabilize
their emissions at 1990 levels, Norway is permitted to in-
crease its emissions by 1%, Australia even by 8% and Ice-
land by 10%. In addition to emissions from the energy sec-
tor (including transport), industrial processes, agriculture
and waste management, those changes in emissions are also
accounted for that result from afforestation, reforestation
and deforestation measures since 1990. Emissions resulting
from international ship and air transport are excluded. In-
dustrialized countries can also meet their commitments
through trading emissions permits (‘emissions trading’) and
through the joint implementation of reduction measures in
another Annex I state, but only as a supplement to measures
undertaken domestically.A new financial mechanism (clean
development mechanism, CDM) has also institutionalized
the accounting of projects in developing countries. In order
to monitor reduction commitments, the reports and green-
house gas inventories of Annex I parties are reviewed by ex-
perts appointed by the contracting parties. However, no
sanction mechanisms have yet been agreed. This issue shall
be resolved at the first Meeting of the Parties to the Proto-
col.

Assessment
Considering the major disparities between the negotiating
positions of the individual industrialized countries, and con-
sidering the conflicts between industrialized and developing
countries, the German Advisory Council on Global Change
welcomes the Kyoto Protocol, with its binding reduction
commitments, as a first step towards a binding climate pro-
tection policy. It should be ratified as swiftly as possible.
Nonetheless, it remains to be noted that a reduction in the
greenhouse gas emissions of the industrialized countries by
5% by the year 2010 remains far behind climate protection
exigencies – in its study presented in the run-up to the Kyoto
negotiations, the Council proposed reduction rates of 11%
by 2005, 23% by 2010 and 43% by 2020 for the three main
greenhouse gases (WBGU, 1997b). In this connection, it is
regrettable that no automatic mechanism for adjusting com-
mitments has been introduced, such as under the Montreal
Protocol ozone regime.

The Council welcomes the introduction of flexible in-
struments by which to implement reduction commitments,
such as the joint implementation of measures among indus-
trialized countries (Article 6 of the Kyoto Protocol) and
emissions trading (Article 17) (WBGU, 1995a, 1997a, b).
However, as concerns the possibility introduced by the
CDM of offsetting measures in developing countries against
the reduction commitments of industrialized states, the
Council sees a danger that this increases the total permitted
emissions quantity and thus undermines reduction commit-
ments, as long as no concrete commitments have been
agreed for the developing countries. This is a further reason
to integrate the developing countries in the reduction com-
mitment regime soon. Emissions trading, too, is only then ex-
pedient if the total quantity of emissions permitted is actu-
ally limited and reduced through significant reduction com-
mitments. This precondition is not given by the Kyoto Pro-
tocol, as the aggregate of the Annex I states had already met
the 5% target in 1995. This is due to the permitted amount
of emissions assigned to Russia and Ukraine: these have sur-
plus emission entitlements resulting from the collapse of
their economies, which they will be able to sell to the OECD
states.

The Council has prepared a special report dedicated to
the issues surrounding the offsetting of terrestrial carbon
sinks against reduction commitments (WBGU, 1998b). In
this report, the Council evaluates the form in which af-
forestation, reforestation and deforestation can be offset
against reduction commitments under the Kyoto Protocol as
being inadequate and in need of improvement if the inter-
ests of both climate protection, biodiversity conservation
and soil conservation are to be served. The accounting of
sources and sinks in the 2008–2012 commitment period that
result from afforestation, reforestation and deforestation
since 1990 can lead to negative incentives. Uncertainties and
problems that hamper the estimation of emissions and of
changes in carbon stocks during the commitment period can
give rise to abuse. Offsetting terrestrial sinks against reduc-
tion commitments fails to take into consideration the tem-
poral dynamics of carbon stocks and fluxes in the biosphere.
For instance, the long-term sink effect of afforestation pro-
jects cannot be guaranteed. Even slight climatic changes can
make sinks become sources. Energy-related emissions
therefore cannot be compensated by the terrestrial bios-
phere.

A final assessment of the effects of the Kyoto Protocol is
not yet possible, as a series of decisive agreements need to
be made. These include the technicalities of emissions trad-
ing and of joint implementation, the regulation of the CDM
mechanism and the possible future inclusion of further land-
use change and forestry activities.Whether international cli-
mate policy is successful must be measured by whether it
succeeds in stabilizing greenhouse gas concentrations in the
atmosphere at a level that poses no danger (Article 2
FCCC). With this objective in mind, the Council has pro-
posed a long-term risk management regime following the
concept of ‘tolerable windows’ (WBGU, 1997b). On the ba-
sis of per-capita emissions, the Council further derives from
this a scenario for the medium- and long-term integration of
developing countries in commitments, with due regard to as-
pects of equity. The sooner the industrialized countries ex-
ploit their own savings potentials and significantly reduce
their emissions, the sooner will they be able to credibly de-
mand the integration of the developing countries.
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responding proposal in detail in its study for the Ky-
oto climate conference (WBGU, 1997b).

The basic assumptions of cost-benefit analysis in-
clude reference to an individual actor (or a perfectly
cooperating group), the conversion of costs and ben-
efits into a uniform, e.g. monetary standard of valua-
tion that integrates all preferences of humanity, and,
moreover, the quantifiability of prevailing uncertain-
ties.As these preconditions are not given for the issue
under consideration here, the IPCC (1996c) notes
that qualitative decision analysis cannot serve as the
primary basis of international decision-making in the
sphere of climate change. In light of the impossibility
of identifying a globally optimal climate risk man-
agement approach solely on the basis of decision
analysis, and considering the absence of effective and
quantitative alternatives, decision-makers must take
recourse to problem-solving through a negotiated
process (IPCC, 1996c).

Risk management: The tolerable windows
approach
In contrast to the above techniques, the Council pre-
sents its concept of tolerable windows (the ‘windows
approach’). The Council is of the opinion that this is
a more appropriate procedure for managing climate
risks.The approach is characterized by the normative
stipulation of non-tolerable risks, termed guard rails
(WBGU, 1996, 1997a, b; Toth et al., 1997). The pur-
pose of limiting tolerable developments of climate
change by means of guard rails is to prevent the cli-
mate system from moving dangerously close to pos-
sibly unstable states, which, considering the extreme-
ly high potential for damage, could lead to dramatic
climatic hazards. Due to the considerable uncertain-
ties that still prevail, the stipulation of corresponding
limit values, e.g. for the absolute change in global av-
erage temperature or for the rate of temperature
change, must be so restrictive that present knowledge
indicates that the occurrence of such instabilities can
be largely excluded.At the same time, however, soci-
ety must not be overburdened by emission control
measures. Particularly in modern industrialized na-
tions, value-added activities are intimately linked to
the use of fossil fuels.To fully switch these energy sys-
tems to alternative sources of energy would require,
if at all realizable, considerable inputs of capital and
above all time. This is why, in addition to defining
guard rails relating to the climate system or climate
impacts, the window approach further requires the
stipulation of maximum burdens upon society, e.g. in
the form of maximum emission reduction rates.

Moreover, further guard rails can be formulated
that – as normative stipulations – integrate value
judgments regarding risks that are socially unaccept-
able. Such limits, particularly those concerning possi-

ble tolerable risks, need to be set by political deci-
sion-makers, and it is they who must take responsi-
bility for these limits. In democratic systems, such
limit-setting must be adapted to advances in knowl-
edge and must be argued in a discursive process. Un-
derstood thus, specific guard rails will most likely
never be finally accepted, but will be subject to per-
manent review (Turner et al., 1991).All sectors of so-
ciety should be involved in the process of continuous
consultation, which presupposes that they have ac-
cess to the necessary information.

As soon as the specific guard rails have been de-
fined, a purely scientific analysis can identify the to-
tality of all climate protection strategies compatible
with these guard rails. Minimum requirements upon
global and – with additional consideration of equity
aspects – national climate protection strategies can
then be derived immediately (WBGU, 1997b).

The Council’s window approach is excellently
suited to meeting the requirement of effective and le-
gitimated decision-making set out above. Rather
than seeking to determine the optimum emission
pathway for the global community, it identifies, on
the basis of normative stipulations of non-tolerable
developments, a range of all climate protection
strategies compatible with these restrictions. Proper-
ly understood, the approach thus does not primarily
attempt to immediately gain international consensus
on possible limit values. Instead, all major actors
should first themselves exclude such strategies whose
pursuit would certainly lead to overstepping the
guard rails. Only such measures are admissible whose
effects remain within the guard rails. Beyond this,
each society can decide for itself how it wishes to fur-
ther abate emissions. The leeway for action thus
gained can form an essential basis for fruitful inter-
national negotiations on further compromise solu-
tions in climate risk policy.

As regards the integration of uncertainty aspects
in the guard rail concept, the following points can be
distinguished: the concept copes with uncertainties
concerning possible, partially still largely unre-
searched climate instabilities as causes of new cli-
mate risks by stipulating climate-related stress limits
that, according to present knowledge, can be expect-
ed to largely preclude non-tolerable climate develop-
ments. It is expedient to increasingly make use of pa-
leoclimatological, i.e. historical-empirical findings in
addition to model computations.

Data uncertainties can be integrated in principle
in two different manners: if uncertainty can be de-
scribed by objective probability distributions or by
subjective distributions capable of gaining consensus,
then it should be taken into consideration as such.
This can be done, for instance, by means of a proba-
bility interpretation of the guard rails: at a certain
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level of uncertainty, it is often impossible to finally
exclude the possibility that deterministic guard rails
are overstepped. It is then expedient to demand that
such guard rails are only overstepped with a proba-
bility lower than x%.

Some risks concern singular events, such as the
cessation of ocean circulation. There are no statistics
that might permit statements as to their probabilities
of occurrence or their variance. The various models
available cannot substitute such statistics because of
their systematic weaknesses.This is thus a type of risk
with unknown probability of occurrence for which
reliable probability distributions cannot be defined.
The specifics of a guard rail can be outlined for the
example of the possible collapse of thermohaline cir-
culation (Fig. D 6.3-1). As set out above, recent stud-
ies support the assumption that an increase of atmos-
pheric CO2 concentrations may under certain cir-
cumstances lead to a cessation of the large-scale ther-
mohaline circulation (THC). The systematic, model-
based sensitivity analyses of Stocker and Schmittner
(1997) have shown that the absolute, long-term rise
in concentrations is relevant in this connection, and
that their rate also plays an important role. Their
model findings show a complete and persistent col-
lapse of the thermohaline circulation, with potential-
ly catastrophic impacts upon Europe (Stocker and
Schmittner, 1997; Fig. D 6.3-1). This first attempt at a
systematic study is of particular value because in the
past such a collapse of the THC has frequently been
viewed as one of the highly improbable conse-
quences of an increase in CO2 concentrations. Even
the Second Assessment Report of the IPCC (1996c)
still rated a disappearance of the THC as most im-
probable, although it noted that this can move from
an event with a low probability of occurrence to one

that must be basically expected if over the long term
no greenhouse gas abatement efforts are undertaken
(IPCC; 1996c). The Council sees its approach con-
firmed by these latest findings of climate research,
namely to stipulate appropriate guard rails (WBGU,
1996) in order to prevent the climate system moving
into regions of instability. In defining this climate cor-
ridor, the Council does not rely solely on the present
state of quantitative knowledge, but also integrates
qualitative insights and precautionary aspects. Sole
reliance on presently quantifiable knowledge could
lead to extremely undesirable outcomes. If, for in-
stance, we were to choose the climate protection
pathway identified as optimum on the basis of
presently quantifiable costs and benefits (following
the findings of a cost-benefit model; Nordhaus, 1997),
then pursuance of this pathway would lead to a tem-
perature increase of 6.2 °C within 500 years. The
model calculations show that if such a rise in temper-
ature occurs a collapse of the THC is not out of the
question. The indications pointing towards a poten-
tially unstable behavior of the THC that were already
available before 1997 (Mikolajewicz and Maier-
Reimer, 1990; Manabe and Stouffer, 1993; Rahm-
storf, 1995) and the debate on further possible cli-
mate instabilities have therefore moved the Council
to narrowly define the ‘climate window’ (Fig. D 6.3-
1) on which its previous recommendations have been
based, in order to do justice to such hazards (WBGU,
1995b, 1997a, b). Climate instabilities result notably
from positive feedback effects (self-reinforcing glob-
al warming). For instance, if permafrost soils are
warmed, methane is increasingly released (IPCC,
1996c; on feedback effects in the water and carbon
cycles: WBGU, 1994, 1998a).
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Figure D 6.3-1
Climate window of the
Council (WGBU; green) and
juxtaposed instability region
of the thermohaline
circulation (dark red). In this
region of instability, i.e. with
larger temperature changes
(compared with the pre-
industrial value) or higher
rates of temperature change,
the model computations of
Stocker and Schmittner
show that a complete and
permanent collapse of the
thermohaline circulation
must be expected.
Sources: WBGU; Stocker
and Schmittner, personal
communication
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The climate window chosen here should neither be
taken to mean that significant climate impacts can be
entirely excluded if developments remain within the
window, nor is it proven beyond doubt that cata-
strophic developments must occur under all circum-
stances if we move beyond the window. What the
window does do is to delineate, in the opinion of the
Council, the future climatic leeway in a manner that
does justice to a great extent to the remaining major
scientific uncertainties. It should be noted when com-
paring the climate window with the instability line of
the THC that the latter in fact only indicates the
threshold to instability, thus defining the region in
which a transition to a new state of equilibrium is to
be expected. There are already climate states below
the instability line that may lead to a considerable
weakening of the THC which, while not final, may ex-
tend over several centuries (Manabe and Stouffer,
1993; Stocker and Schmittner, 1997). This, too, must
be viewed as extremely hazardous in terms of its po-
tential climate impacts. Only when this range of haz-
ard can be quantified more precisely would it be ex-
pedient to expand the climate window or, if neces-
sary, to narrow it down. Here it needs to be taken into
consideration that, in addition to the THC, the cli-
mate window must also do justice to other instabili-
ties and hazards stemming from continuous process-
es of climate change.

All of these analyses are conducted on the basis of
mathematical-physical models. While these reflect
presently quantifiable knowledge, they do not yet
cover all relevant influences. Particularly with re-
spect to the instability line indicated here, it must be
stressed that the underlying model may possibly ne-

glect the stabilizing influence of winds at the ocean
surface. On the other hand, a reduction in oceanic
CO2 assimilation possibly triggered by a weakening
of the THC, which could then lead to enhanced glob-
al warming, has not yet been taken into account in
the model (Stocker and Schmittner, 1997a). More-
over, in addition to the instability mechanism ana-
lyzed by Stocker and Schmittner, a further mecha-
nism is assumed whose effect depends greatly upon
local changes (which are very hard to model) in
freshwater inputs to certain points of the North At-
lantic. Particular attention needs to be given to this
mechanism because it may lead to a much faster
change of the THC (Rahmstorf, 1995, 1997).

D 6.4
Assignment to the risk classes

The magnitude of damage associated with anthro-
pogenic climate change cannot be predicted for indi-
vidual regions, but for vulnerable regions it must be
expected to be high throughout. Gradual global
warming develops its effect only slowly and with a
time delay, mainly due to the inertia of the oceans.
The greenhouse gases emitted in the past will already
lead to climate change and sea-level rise, even if
emissions are cut back immediately. The probability
of occurrence is high – anthropogenic climate change
is already observable (IPCC, 1996a). The uncertain-
ties attaching to both the probability and magnitude
of damage depend upon the spatial and temporal
scale and upon the climate parameters under consid-
eration (Table D 6.4-1). Expected changes at the con-

Table D 6.4-1
Application of the evaluation criteria to the risk associated with natural climate variability. This does not belong to any risk
class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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tinental scale can be assessed more accurately than at
the regional scale. Changes in the hydrological cycle
are harder to assess than those relating to tempera-
ture. The certainty of assessment is high with respect
to the hazards posed to marginal, natural and agri-
cultural ecosystems.This applies particularly to many
coastal areas that are at risk of flooding. Gradual hu-
man-induced climate change is thus a Cassandra-
type risk (Table D 6.4-2).

The magnitude of damage associated with climate
collapse due to cessation of the Atlantic thermoha-
line circulation is most certainly very high, but the
probability of occurrence is unknown. This risk can

therefore be assigned to the Cyclops class (Table D
6.4-3).

For other possible abrupt climatic changes with
catastrophic consequences, such as could be caused
by positive feedback effects or by the possible insta-
bility of the West Antarctic ice sheets, neither the
probability nor the magnitude of damage can be as-
sessed at present. These risks are therefore assigned
to the Pythia class.

An examination of the risks posed to site-inappro-
priate agro-ecosystems by natural climatic fluctua-
tions reveals that the risk evaluation criteria have no
extreme properties, so that these risks fall in the nor-
mal area. However, as noted above, these risks can

Table D 6.4-2
Application of the evaluation criteria to the risk associated with gradual human-induced climate change. This belongs to the
Cassandra risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential

Table D 6.4-3
Application of the evaluation criteria to the risk associated with a collapse of the thermohaline circulation. This belongs to the
Cyclops risk class. Terms are explained in Box D 2.1-1.
Source: WBGU

Property

Criterion Low Tends to be low Tends to be high High Unknown

Probability of occurrence P

Certainty of assessment of P

Extent of damage E

Certainty of assessment of E

Ubiquity

Persistency

Irreversibility

Delay effect

Mobilization potential
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also gain global relevance if they accumulate and if
the countries concerned lack the necessary risk man-
agement capacities.

Evaluation of the risk associated with the ENSO
phenomenon using the criteria chosen by the Coun-
cil shows that this risk no longer falls in the Cyclops
class. Particularly since ENSO warnings have be-
come possible several months before the event oc-
curs, normal risk management tools can be applied.
Thus, in contrast to the risks of natural climate vari-
ability, the risks of anthropogenic climate change are
clearly located in the transition area and, as repre-
sentatives of the Cassandra, Cyclops and Pythia
classes of risk, even partly in the prohibited area.

D 6.5
Synopsis of strategic research recommendations

More than 20 years ago, ‘The Limits to Growth’
(Meadows, 1972) and then ‘Global 2000’ (Council on
Environmental Quality, 1980) set out the risks at-
taching to an unrestricted use of natural resources
and loading of the global environment, and issued a
call to handle environmental resources sparingly and
responsibly. These warnings have not been without
effect upon international climate protection. To pro-
mote a precautionary approach and a prudent hand-
ling of ambiguity and uncertainty, a number of states
have considerably intensified their environmental
and climate research (BMFT, 1987). The example of
stratospheric ozone depletion has made it very clear
that global change research cannot and must not be a
matter of applied research alone: in important areas,
the fundamentals are not yet known (in the case of
ozone, the physical chemistry of multiphase process-
es at low temperatures).The stratospheric ozone lay-
er is only one subsystem of the climate system, so that
researching the effects of increased concentrations of
greenhouse gases and aerosols upon the global cli-
mate is a far more complex task.
Natural climate variability can be modeled only in-
adequately – be it by inferal from available empirical
observation series or by numerical simulation on the
basis of physical models. Where an anthropogenic
signal is superimposed upon natural climate varia-
tion, the former is scarcely perceptible against the
background of the natural, notably long-phase, fluc-
tuations. The prime goal of climate research should
therefore be to gain an improved understanding of
natural climate variability and thus of regionalized
climate predictions. To achieve this goal, the under-
standing of the climate system needs to be enhanced
by means of models and observations. The focus
should be placed on the hydrospheric (clouds, cryos-
phere, oceans) and biospheric subsystems, and upon

the interactions between the subsystems. This in-
cludes elements of basic research in relevant neigh-
boring fields (non-linear systems, chaos theory, pre-
dictability).

Synopsis of strategic research recommendations D 6.5



D 7 Natural disasters

Natural disasters embrace a broad range of violent
manifestations that can have very different causes.
Floods, drought, hailstorms and storms are outcomes
of extreme meteorological events, while earthquakes
and volcanic phenomena are triggered by geophysi-
cal processes. Meteoric impacts even have extrater-
restrial sources. Natural disaster risks can have glob-
al causes (e.g. global climate change) and global ef-
fects. The latter occurs for instance when volcanic
phenomena eject aerosols and ashes into the stratos-
phere, where they disperse around the globe and in-
fluence global climate. Impacts of meteorites with 
diameters of 1.5 km or more also have global effects
(Morrison et al., 1994). In addition, risks may have a
global dimension if their management requires inter-
national efforts or if they occur at many locations.
This is often the case for floods and drought, as it is
for earthquakes. Other natural disasters such as land-
slides and hailstorms will tend to be local to regional.

The primary causes of natural disasters generally
escape human influence. Risks arise from the expo-
sure and vulnerability of people to the hazards stem-
ming from the natural events. The precondition to
risk mitigation measures is that the probabilities of
occurrence of the causal natural events can be fore-
cast as precisely and as far in advance as possible.The
goal of preventive measures must be to reduce the
exposure and vulnerability of potentially affected ar-
eas.

For natural disasters with a catastrophic potential,
the probability of occurrence is generally low. It can
be expressed intuitively as a recurrence interval (in
years). This is the interval within which – statistically
speaking – an event occurs once with a certain mag-
nitude. This does not however give any information
as to when an event will actually occur.At best, prob-
abilities can be stated for possible future natural
events caused by geotectonic and hydrological
processes. In contrast, with an adequate data basis,
most meteoric impacts would be predictable with
high temporal precision and long in advance. How-
ever, the magnitude of damage to be expected cannot
be stated, as this depends greatly upon the vulnera-
bility of the area of impact, which can scarcely be pre-

dicted. In the following, representative types of glob-
ally relevant natural disasters are discussed: floods,
earthquakes, volcanic phenomena, tsunamis and me-
teorite impacts.

D 7.1
Natural risk potentials

D 7.1.1
Floods

Flood hazards are concentrated in river valleys and
coastal areas. While in the first case it is the intensity
and duration of precipitation and the water retention
capacity of the catchment area that is decisive, in
coastal areas sea water swelling caused by long and
strong storms can cause flooding. In the estuaries of
large rivers, hazards often arise simultaneously from
the inland side and from the sea. Areas at risk of
flooding – both along rivers and on flat coasts – often
offer considerable economic benefits and settle-
ments are therefore expanding here. The thus in-
creased exposure and vulnerability (above all in de-
veloping and newly industrializing countries) height-
en the risk potential considerably (WBGU, 1998a).
Among the various types of natural disasters, flood-
ing has the largest damage potential worldwide (ID-
NDR, 1993). Each year, flood events affect by far the
greatest number of people (DRK, 1997). However,
there are considerable regional, national and even
continental differences in the frequency, magnitude
of events and extent of damage.The recent flood dis-
asters in China and Latin America are ample proof of
this. Where we present illustrative examples from
Europe in the following, this reflects the better data
availability here and not the risk potential.

Causative mechanisms of flood risks

Meteorological-climatological factors
The question of whether the frequency of extreme
weather events leading to flooding or storm surges
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has already increased or will soon increase as a con-
sequence of global climate change is presently hotly
debated (Section D 6). However, there is agreement
that global climate change can in principle affect the
probability of extreme weather conditions. For in-
stance, warmer and drier summers make a further re-
treat of mountain glaciers appear probable.As a con-
sequence of this, the capacity to retain precipitation
in winter is reduced, and runoff peaks are shifted into
the winter, which would be further intensified by a
trend towards milder winters (IKSR, 1997; Berz,
1997a). As a consequence, it must be feared that cli-
mate change will cause increased flood hazards.

Runoff regime
The discharge of flowing waters depends upon the
size of the catchment area, the quantity of precipita-
tion per unit area and the retention of water within
the catchment area. In most catchments, there is a de-
lay in discharge after precipitation events. This is
caused by the distance between the precipitation fo-
cus and the discharging stream and by the retention
of water through soil infiltration and water uptake in
above-ground reservoirs (Dyck and Peschke, 1997).
Flooding can occur if the water retention capacity of
vegetation and soils in the catchment area is exceed-
ed. The magnitude of flooding is thus determined by
the temporal and spatial distribution of precipitation,
the storage effects of vegetation and soils and the
topography of the terrain.

Anthropogenic influences have considerably in-
creased both the probability of occurrence and the
damage potential of flooding, despite the high ex-
penditures for flood control in some areas. The fol-
lowing factors are the main causes of the increased
probability of occurrence (IKSR, 1995; UBA, 1998):
• Regulation works on watercourses with the main

goal of accelerating water discharge, with a simul-
taneous loss of natural floodplains caused by dike
construction close to river channels.

• Reduction in natural water retention capacity
(particularly of slopes) due to reduced forest
stocks caused by clearcutting and forest damage
and by site-inappropriate cultivation.

• Surface sealing in the catchment area by settle-
ments, commercial development and the construc-
tion of transport infrastructure (local and regional
impacts).

Incoherent flood control systems as risk factors
Today, the development of rivers as waterways has
high priority. The dikes lining many rivers have been
built over several centuries and their dimensioning
has been based on a variety of criteria. The materials
and techniques used are similarly disparate. In some

places, such as on the Oder river in Germany, struc-
tures were built on unstable subsoil.

In Germany, flood control structures are general-
ly dimensioned so as to withstand a 100-year flood.
However, downstream areas have not always been
considered adequately in planning. For this reason
and because of differing topographic conditions,
flood control structures often do not present coher-
ent protective systems (Grünewald, 1998). On the
various stretches of the Rhine, too, for historical rea-
sons flood control measures have very different de-
grees of effectiveness (IKSR, 1997).

Damage potential
Floods cause losses of human life, economic damage
to property (buildings, transport routes and other
structures, utilized land areas) and damage to social
values (image loss of regions, loss of cultural goods).
Ecological damage (e.g. erosion) occurs in previous-
ly stressed areas. Secondary damage results above all
through the release of contaminants (IKSR, 1997).

Rich industrialized nations such as the Nether-
lands have undertaken considerable flood control ef-
forts over recent decades. Severe losses of human life
and property have thus become very much rarer
(IKSR, 1997). In river estuaries, flood hazards are
particularly large if high river discharges coincide
with spring tides and wind-related swelling of sea wa-
ter. Inland river regulation reduces sediment loads in
the delta. Sediment eroded in the delta by the action
of the sea can thus no longer be replaced by outflow-
ing sediment loads. This considerably increases haz-
ards to delta inhabitants.

The situation is more severe in countries where
the means for constructing flood control structures
are not available. Bangladesh is an extreme example
in this respect. Flood hazards have both inland and
seaward sources, both influenced strongly by the reg-
ularly recurring monsoon winds. The greater part of
the country is no more than 10 m above sea level. As
a consequence of its low-lying terrain and its inade-
quate flood control structures, large parts of the
country are exposed to flood hazards.A difficult eco-
nomic situation and extreme population density lead
to high vulnerability in these intensively cultivated
and fertile areas. Large parts of the country are flood-
ed every year, catastrophic flooding occurring about
once every decade. Between 1960 and 1970 alone, the
country suffered 13 tornadoes and subsequent flood-
ing.The 1988 flood disaster affected 46% of the coun-
try, more than 45 million people (almost 1⁄3 of the total
population) lost their homes and property, 2,000 peo-
ple drowned (Jessen, 1996).
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D 7.1.2
Earthquakes, volcanic phenomena and tsunamis

Most earthquakes are caused by movements of the
continental plates (tectonic earthquakes).They occur
predominantly at the boundaries of tectonic plates
that are approaching or moving laterally to each oth-
er. In addition, earthquakes may also occur within
plates, in connection with volcanic phenomena (vol-
canic tremors) and the collapse of cavities in the
Earth’s crust (subsidence earthquakes). Some 80%
of worldwide seismic energy release, 95% of all
quakes triggered and many volcanoes are concen-
trated around the Pacific basin (Pacific ‘rim of fire’).
These disasters can also have wide-ranging sec-
ondary consequences. Prime among these in terms of
catastrophic potential and spatial scope are the
tsunamis (Japanese: ‘great port wave’). These are
generated by submarine earthquakes, volcanic erup-
tions and submarine landslides close to the coast.
Tsunamis thus occur predominantly on the Pacific
coasts and in adjacent seas.

Damage potential
The extent of damage caused by geotectonic disas-
ters is a function of the intensity of the primary event
and the vulnerability of the area affected. As op-
posed to vulnerability, the strength of the primary
event can be assessed by simple indicators. Earth-
quake strength is expressed as magnitude or intensi-
ty. Magnitude is a logarithmic measure of the energy
released at the focus of the earthquake, and is ex-
pressed on the logarithmic Richter scale, which is
open upwards. It is determined by registering the
ground motion generated by the seismic waves. The
intensity of an earthquake is characterized by its im-
pacts upon natural and artificial objects, and is ex-
pressed on the macroseismic earthquake scale (Mer-
calli scale). This scale permits a comparison with his-
toric earthquakes on the basis of the damage caused.

To characterize the strength of volcanic eruptions,
the Volcanic Explosivity Index (VEI) introduced
some 15 years ago has become generally accepted
(Newhall and Self, 1982). This links quantitative data
on the volume of material ejected and the height of
the eruption column with qualitative observations.
Like the magnitude of earthquakes, this index is a
logarithmic measure.

The hazard potential of tsunamis stems from the
extreme rise in wave heights when they reach shallow
water at the coast. Wave height in the direct vicinity
of the coast is a suitable measure by which to assess
their damage potential.

Extent of damage
Earthquakes have been responsible for between 1⁄3
and 1⁄2 of the 4 million deaths caused by natural disas-
ters in this century (Table D 7.1-1). Volcanic erup-
tions are responsible for less than 2% of deaths, and
tsunamis for about 0.5%. Earthquakes are also by far
the leading cause of property losses attributable to
geophysical disasters (Zschau, 1998). The marked
rise in losses caused by earthquakes since 1970 is an
outcome of the increasing vulnerability of the areas
concerned, e.g. due to advancing industrialization,
expanding infrastructure and rising population den-
sity. Particular hazards are posed by industrial plants
that handle hazardous materials (e.g. nuclear power
plants, chemical industry).

Growing vulnerability is also leading to the num-
ber of people affected by volcanic eruptions growing
considerably. By the year 2000, it is expected that at
least 500 million people will be threatened by vol-
canic eruptions (Zschau, 1998).Tsunamis pose a haz-
ard to low-lying terrain in the immediate vicinity of
the coast. The major vulnerability resulting from the
high population density of such areas necessarily
leads to a high magnitude of potential damage.

Earthquakes Volcanoes
Deaths Losses Deaths Losses

[mill. US-$] [mill. US-$]

1900–1909 178,626 950 34,200 not recorded
1910–1919 49,378 60 6,585 20
1920–1929 408,113 2,840 not recorded not recorded
1930–1939 195,122 137 1,369 not recorded
1940–1949 47,470 1,155 2,000 80
1950–1959 6,634 204 4,942 not recorded
1960–1969 45,647 4,030 3,870 not recorded
1970–1979 422,136 17,248 64 200
1980–1989 48,059 46,238 23,060 1,090
1990–1996 64,445 139,880 875 750

Total 1,465,630 212,742 76,965 2,140

Table D 7.1-1
Deaths and property losses
caused by earthquakes and
volcanic phenomena in this
century.
Source: Münchner
Rückversicherung, 1997
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D 7.1.3
Asteroids and comets

The risks associated with the Earth being struck by
meteorites are quite comparable with those of other
natural events. Bodies with diameters exceeding 10 m
generally do not vaporize completely in the atmos-
phere, and strike the Earth as meteorites (Morrison
et al., 1994). The last larger natural disaster of this
kind happened in 1908 in Siberia (Tunguska event),
where it destroyed forests over an area of 2,000 km2.
This event did not claim any human lives, as the area
affected was uninhabited. If it had taken place in a
densely populated region, the number of deaths
might well have exceeded that of all other natural
disasters of this century taken together (some 4 mil-
lion). Small cosmic particles can also harbor risks: in
near-Earth space, they endanger manned and un-
manned space flight alike.

Damage potential
The effect of a meteorite impact is proportional to
the impact energy, which is expressed in terms of the
explosive force of TNT (trinitrotoluene), i.e. the
same measure that is used for the explosive force of
nuclear weapons. If the speed at impact is known, the
impact energy can be placed in relation to the mass
(and thus also to the size) of the asteroid.

The frequency distribution of lunar craters deliv-
ers the most reliable statistics on the probability of
meteorite impacts over the past 3,300 million years
(Morrison et al., 1994). There is an inverse relation-
ship between the size and the impact frequency of
meteorites.This can serve as a basis for estimating the
probability of occurrence and potential magnitude of
damage of meteorite impacts (Fig. D 7.1-1). Events
with global effects occur on average every 300,000
years, and are caused by meteorites having a diame-
ter of at least 1.5 km.

The analysis of nuclear explosions, scaled-down
experiments and model calculations have been used
to predict the effects of meteorite impacts. These
studies can serve as a basis on which to assess the po-
tential extent of damage. Objects with diameters
larger than 10 m pass through the atmosphere and
create an impact crater.The resulting brief blast wave
causes devastating storms (Toon et al., 1994). Blast
waves can also be created when asteroids explode in
the atmosphere and their fragments vaporize. This
was probably the cause of the Tunguska event in
1908, as no remnants of a meteorite have been found.
When meteorites impact on the ocean surface, huge
tsunamis are produced. For the Eltanin asteroid
(with an estimated diameter of maximun 4 km) that
struck the south-east Pacific 2.15 million years ago,

the height of the tsunami wave is estimated at 20–40
m. When a tsunami reaches shallow coastal waters,
wave height grows 10–25 fold (Gersonde et al., 1997).

When meteorites strike, solid materials or water
are hurled up into the atmosphere. If smoke, dust and
water reach the stratosphere, they remain there for
ca. 6 months and can disperse worldwide.As a result,
the atmosphere is darkened (turbidity) by dust and
aerosols, which drastically reduces the intensity of in-
coming solar radiation at the Earth’s surface. If radi-
ation at the Earth’s surface is reduced to less than
1%, plant photosynthesis ceases. The increased re-
flection of sunlight back into space (albedo) and the
absorption of solar radiation in the air column leads
to a brief but dramatic drop in temperatures, similar
to that predicted for a ‘nuclear winter’ (Turco et al.,
1982).

Through the blast wave, nitrogen oxides are
formed from atmospheric oxygen and nitrogen. In
addition, large-scale fires caused by the impact can
release greenhouse gases (carbon dioxide, carbon
monoxide, methane and nitrous oxide). When mete-
orites hit the ocean, water vapor is thrown up into the
atmosphere (Crutzen, 1987; Toon et al., 1994). After
atmospheric turbidity has subsided, these green-
house gases cause global warming (Section D 6).
However, the combined consequences of atmospher-
ic turbidity on the one hand and heat absorption on
the other are not predictable. Gaseous releases, no-
tably of nitrogen oxides, have a strong depleting ef-
fect upon the stratospheric ozone layer.Whether this
results in increased stresses on the biosphere due to
UV radiation is not yet known. The nitrogen oxides
resulting directly from impact also lead to acid rain,
with its associated effects upon the biosphere (Sec-
tion D 5).

Extent of damage
Meteorite impacts have not yet caused losses of hu-
man life. This gives the false impression that the fac-
tual risk to life and property presented by meteorite
impacts is negligible and does not require any risk
management measures. While at least theoretically
the probability of occurrence and the primary mag-
nitude of damage can be predicted fairly well, no pre-
cise statements can be made on actual losses of hu-
man life and property.This is mainly because the con-
sequences of meteorite impacts depend greatly upon
the specific vulnerability at the site of impact, which
cannot be predicted. If the risk is quantified statisti-
cally as the product of probability of occurrence and
damage potential, meteorite impacts at the threshold
to the global dimension (diameter ca. 1.5 km; recur-
rence interval ca. 300,000 years) constitute the great-
est risk to the safety of human life (Morrison et al.,
1994).
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D 7.2
A typology of natural disasters

As set out in Section D 7.1, natural disasters are char-
acterized by a particularly large variance of damage
potential.This is not only decisive for the question of
whether the causes and effects of a natural disaster
assume global dimensions, but also whether interna-
tionally coordinated action is necessary. Therefore
the typology cannot be as clear cut here as it is for
other types of risk discussed in this report.

D 7.2.1
Floods, earthquakes and volcanic phenomena

Risks associated with major floods where data avail-
ability is good (Table D 7.2-1) belong to the Damo-
cles class, earthquakes and volcanic eruptions rather
to the Cyclops class. The risk disposition is known in
most areas – from historical information and from
the knowledge of the hydrological or geophysical set-
ting. However, the predictability of specific natural
events and the assessability of their potential magni-

Table D 7.2-1
Application of the evaluation criteria to the risk of major flooding (with good data availability). This belongs to the Damocles
risk class. Terms are explained in Box D 2.1-1.
Source: WBGU
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Figure D 7.1-1
Cumulative energy-
frequency distribution of
meteorite impacts on the
Earth, based on the size-
frequency distribution of
lunar craters. The K/T
impact was a disaster caused
by the impact of a large
celestial body (comet?)
approximately 65 million
years before present. The
mass extinction of plant and
animal species at that time
(most notably, the
dinosaurs) is attributed to
this event which marks the
transition between the
Cretaceous and the Tertiary.
Source: Morrison et al., 1994
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tude of damage is generally poor. Prediction of the
probability of occurrence of floods depends upon the
reliability of prediction of the causative extreme
weather situations, and is still subject to considerable
uncertainties that grow rapidly with the length of the
prediction interval. However, considerable progress
can be expected here in the coming years. A particu-
lar characteristic of earthquakes is that after they
have happened the warning times for potentially af-
fected areas are extremely short, even at great dis-
tances from the focus of the earthquake, and gener-
ally do not suffice to undertake risk reduction mea-
sures (e.g. evacuation). Tsunamis offer greater scope
for predicting the arrival time and height of a surge.

The potential magnitude of damage caused by riv-
er and coastal flooding is high. In principle, it can be
predicted and correlated with the runoff rate or wa-
ter level. As assessing potential damage is an impor-
tant precondition to planning and appraising protec-
tive measures, there is a considerable need for rele-
vant information, particularly in many developing
and newly industrializing countries. Exposure to
flood hazards can be reduced locally by means of
protective structures (dikes, water control engineer-
ing measures on rivers). However, the past has also
shown that control engineering measures, for in-
stance on the upper courses of rivers, can lead to in-
creased exposure elsewhere. Such measures can
therefore only be evaluated comprehensively if the
entire catchment area is considered. Particularly in
less affluent countries, the tendency to settle in and
utilize economically attractive but potentially flood-
prone areas can further exacerbate vulnerability.

D 7.2.2
Meteorite impacts

The risks associated with meteorite impacts belong
to the Damocles class (Table D 7.2-2). Strikes of large
meteorites are highly improbable, but their time and
size can generally be predicted readily. However,
these predictions offer little information for the eval-
uation of the actual risk, as the extent of the damage
to be expected depends upon the vulnerability of the
impact site, which cannot be predicted. From a cer-
tain size of the colliding celestial body upwards, the
magnitude of damage caused by meteorite impacts
exceeds that of all other natural disasters. In addition
to the immediate consequences of impact, larger me-
teorites must be expected to also cause effects upon
the world climate and harvest yields. In view of the
high magnitude of damage, smaller meteorite disas-
ters, too, call for relief and compensation measures at
the international level. Nonetheless, as opposed to
other Damocles-type risks (such as that associated
with nuclear energy), the mobilization potential as-
sociated with meteorite impact risks is rather low.

D 7.3
Options for action

Because natural disasters cannot be prevented by hu-
man action, the mobilization potential is low. It is
thus hard to politically enforce the necessary protec-
tive measures. The reasons for this are:
• The low probability of occurrence of some types

Table D 7.2-2
Application of the evaluation criteria to the risk of meteorite impacts at the threshold to global effects. This belongs to the
Damocles risk class. Terms are explained in Box D 2.1-1.
Source: WBGU
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of natural disaster make people assume that the
next event will only occur in the distant future.

• The high damage potential of the natural events
(e.g. of meteorite impacts) exceeds the imagina-
tion of many people.

• The uncertainty attaching to the prediction of nat-
ural disasters leads to people ignoring or denying
their hazard potential.

• An additional ‘repression’ effect arises if lengthier
periods have elapsed since the last disaster.

• The willingness to make financial sacrifices for
risk reduction measures declines considerably in
groups that are not affected directly by a natural
risk or do not appear to be affected (for instance,
paying for the costs of flood prevention measures
that only benefit areas further downstream).

• Existing structural protection measures (e.g. dikes
in flood-prone areas) give the population the illu-
sion that there is no residual risk any more.

D 7.3.1
Floods

The political objectives stipulated in the Rhine action
plan on floods (‘Aktionsplan Hochwasser’; IKSR,
1998) offer a model for flood management on inter-
national watercourses, as these objectives comprise
the basic elements of integrated flood control includ-
ing structural and organizational measures and steps
towards raising awareness among the affected public.

Flood risk management comprises a diagnostic
and an operative step. The diagnostic step proceeds

from the determination of flood hazards on the basis
of meteorological and hydrological conditions. Risk
assessment then attempts to estimate the effects of a
flood upon the safety of human life, the economy and
the environment (Plate, 1998). The operational step
includes structural measures and steps aimed at re-
ducing the vulnerability of areas affected. Disaster
relief requires international efforts, particularly for
developing countries. The International Decade for
Natural Disaster Reduction (IDNDR) is guided by
the will to view disaster mitigation and response at all
levels as an integrated package and to develop this as
an integral component of sustainable development
and of development assistance (Box D 7.3-1).

Risk analysis
The hydrological basis of flood risk analysis is to
quantify discharge events by means of statistical pro-
cedures and simulation models of flood formation.
The subsequent second step is to assess damage to
human life and property with due regard to vulnera-
bility. Calculation of the relationship between precip-
itation and runoff rate or water level forms the basis
for a mechanistic flood forecast. If an adequate data
basis is available, models also permit statements on
the impacts of land-use changes and on precipitation
quantities and frequencies. On the basis of topo-
graphic maps, overflow areas can be depicted, and in
conjunction with precipitation forecasts rough pre-
dictions can be made of flood events and their hazard
potential (WBGU, 1998a; Plate, 1998).

Box D 7.3-1

The International Decade for Natural Disaster
Reduction (IDNDR)

Natural disasters and development
The number of deaths caused by natural disasters is particu-
larly high in the developing and newly industrializing coun-
tries. Economic losses there amounted to some US-$ 47 bil-
lion per year in the 1980s, and thus substantially exceeded
the development assistance inputs of Western donors. US-
AID estimates indicate that an expenditure in the order of
global development assistance would have prevented about
70% of all natural disaster damage and could have saved a
great number of human lives. Total property losses were
higher in the industrialized countries (Berz, 1997b), but the
number of deaths was comparatively low. This shows that,
due to more effective mitigation measures in rich countries,
the impacts of major natural disasters are far smaller there.

Disaster reduction as an integral component of
development assistance
It is against this background that the United Nations de-
clared the 1990s the Decade for Natural Disaster Reduction

(IDNDR). An IDNDR Secretariat and a Scientific and
Technical Committee (STC) have been established in Gene-
va. Germany is among the countries supporting this initia-
tive. By the year 2000, all countries, be it alone or in the con-
text of regional agreements, are encouraged to have:
• Comprehensive national assessments of risks from nat-

ural hazards integrated into national development plans;
• Mitigation plans of practical measures for application at

national and local levels that address long-term disaster 
prevention, preparedness and community awareness;

• Ready access to warning systems at global, regional, na-
tional and local levels.

Disaster mitigation as a social policy measure
The effectiveness of risk management measures depends
greatly upon the economic framework conditions and an ap-
propriate information basis. Disaster reduction thus also has
an essential social component (Clausen, 1993).

This is why strong attention has been given in the ID-
NDR to the social context of disaster mitigation. Disaster re-
duction is viewed as an important element of development
assistance. This was formulated in the 1994 ‘Yokohama
Strategy’ and Plan of Action for a Safer World, which also
guides the work of the German IDNDR National Commit-
tee (Eikenberg, 1997).
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Risk reduction measures
When planning and implementing measures, the
question of acceptable residual risk must always be
considered and defined by means of rigorous cost-
benefit analysis. Specifically, the following measures
can be distinguished:
• Enhancing water-retaining capacity in the water

catchment area by means of reactivating flood-
plains, extensifying agriculture, afforestation mea-
sures, building high-water retaining structures.

• Structural flood control through building new and
maintaining existing dikes, and adaptation to the
desired level of protection.

• Preventive measures at the planning level through
designing flood-appropriate land uses and
through mapping risk zones.

Structural solutions above all serve to raise the criti-
cal limit value at which floods occur, and thus reduce
the probability of occurrence. In such efforts, the fol-
lowing points need to be taken into consideration:
• River levees (flood protection embankments) re-

duce flood hazards, but if they rupture the damage
can be all the greater.

• The construction of retention basins and polders
does increase water retention and permits a re-
duction of the risk of short-term extreme flows
with attendant flooding. However, over the long
term the reclamation of natural floodplains offers
the best prospect of success.

• On large rivers it is generally not possible to con-
struct retention basins. Regulating the water level
across the longitudinal section of lakes through
which rivers pass would be expedient from a hy-
drological perspective, for instance in the case of
the Rhine (water level regulation of Lake Con-
stance; Plate, 1998). However, there are consider-
able reservations concerning such measures, for
reasons of nature conservation and water protec-
tion (above all bank protection).

• The conservation or restoration of forests en-
hances water-retaining capacity in catchment ar-
eas and thus reduces the magnitude of peak flows
through reducing the runoff coefficient.

• Flood impacts can be reduced by means of emer-
gency preparedness and response measures. Early
warning can only prevent property loss to a limit-
ed extent. However, to save human lives by evacu-
ation, sufficient early warning is a precondition to
success. In addition to flood early warning, opera-
tive disaster relief mechanisms must also be estab-
lished (Box D 7.3-2).

D 7.3.2
Earthquakes and volcanic phenomena

No universally applicable method is yet available by
which individual earthquakes might be predicted re-
liably. Predictions of the probability of occurrence of
earthquakes proceed from an analysis of the events
that have occurred in the region in question over the
past 500 years. Seismic zonation is used to identify
the geographical distribution of earthquake risk. Be-
yond the magnitude, epicentral distance and focal
depth, earthquake impacts depend crucially upon the
vulnerability of the specific region (Section E 2).Vol-
canological studies only permit statements on the
probability of hazards posed by future events with
certain intensities. They can provide no exact infor-
mation on the actual occurrence and intensity of the
next eruption. Presently available techniques make it
possible to give people who are not located in the im-
mediate vicinity of the volcano warning times of sev-
eral hours after an eruption has happened. This time
can be used for evacuation measures.

Tsunami predictions are based on analyses of the
correlation of precipitating geophysical events
(earthquakes, volcanic eruptions) with the frequency
of occurrence and wave heights of tsunamis in areas
at risk. However, due to the rarity of tsunamis, the
data basis for such correlations is poor in most re-
gions. It is nonetheless possible in principle to predict
the arrival time of tsunamis, due to their relatively
low speed and readily predictable linear propaga-
tion.

Structural measures and a broad range of techni-
cal systems for the analysis of processes relating to
earthquakes can contribute considerably to reducing
earthquake risks. But there are only few possibilities
to reduce the impacts of volcanic eruptions upon in-
frastructure, buildings and agriculture. It may in cer-
tain cases be possible to deflect lava flows by means
of barrier structures, but such measures are only fea-
sible in rare, exceptional cases.

D 7.3.3
Measures by which to prevent meteorite impacts

Several asteroid search programs are already in place
that collect and exchange data on a continuous basis
and at relatively low cost (Carusi et al., 1994). The
trajectory elements of near-Earth asteroids and
comets with diameters of 500–1,000 m can mostly be
determined with adequate certainty by means of al-
ready existing monitoring systems at great distances,
which provides long early warning periods for colli-
sions. However, many, notably smaller, objects can
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only be identified at much shorter distances, with cor-
respondingly shorter warning times. Due to the given
size-frequency distribution of asteroids, these are
precisely the objects which are to be expected with
the greatest probability.
To prevent an object that is on collision course with
the Earth from striking, its trajectory must be
changed. Although concrete proposals have already
been made for technical procedures by which to pre-
vent meteorite impacts, considerable doubts as to
their technical feasibility remain (Weissman, 1994).
Using rocket-delivered explosives or laser sources, a
motional impulse can be created with the aim of de-
flecting the object. However, some experts fear that
the risk potential is increased in the event that this
does not deflect the meteorite, but fragments it
(Ahrens and Harris, 1994; Shafer et al., 1994).

Box D 7.3-2

Lessons learnt from the 1997 flooding of the
Oder river

The Oder flood in summer 1997 highlighted a number of is-
sues that should be considered in the future in efforts to re-
duce flood damage.
• Apart from meteorological conditions (which were by

no means exceptional), the disastrous impacts of this
flood were crucially determined by the circumstance
that the embankment structures on the Oder had not
been built with the primary goal of flood protection.The
much smaller magnitude of damage on the German side
is due partly to better control structures and partly to
more effective risk management measures.

• Under the difficult economic conditions that prevailed
particularly on the Polish side, highly flood-prone areas
have been used in the past for housing and economic ac-
tivities. The resultant increase in vulnerability of the ar-
eas endangered has raised the risk potential consider-
ably.

• The differences in assessment of the flood on various
stretches of the river and among the three riparian states
are due both to real differences in the manifestation of
the flood in the various parts of the river, and to differ-
ent quantification techniques and assessment standards
applied in Germany, Poland and the Czech Republic.

Flood management as an integrative and
multinational task
Flood control needs to be an integral component of water
resource management, regional planning, agriculture,
forestry and nature conservation. Transboundary flood risk
management planning needs to take into consideration the
disparate economic and administrative framework condi-
tions in the riparian states. The following goals have partic-
ular urgency:

• Enhancing water retention. In addition to the historical
shortening of the river channel, forest damage on the
ridges of the Sudetic Mountains and the Beskids have
played a considerable role in the acceleration of runoff
and thus in the increasing incidence of discharge peaks.
To reduce their effects, in addition to further technical
measures such as constructing retention basins and
reservoirs, old arms of the Oder river and its tributaries
could be reactivated, and the causes of forest damage
could be abated and their effects mitigated. This would
further serve to meet other ecological objectives.

• Internationalizing flood forecasting and flood protec-
tion. Particular importance attaches to improving or ac-
tivating international flood forecasting models and sys-
tems in a manner appropriate to specific problems and
tasks. The availability of sufficient and comparable pri-
mary data on water levels and discharge rates is an es-
sential precondition to this. Improved regional flood risk
management in the Oder river basin particularly needs
to harmonize regional flood models, increase the fore-
casting lead time and continuously implement the effec-
tiveness of both planned and implemented flood protec-
tion measures.

• Harmonizing different planning objectives. Germany's
operative objectives are formulated in the ‘Oder flood
action plan’. Under this action plan, the possibilities of
retaining water throughout the river basin are to be uti-
lized by means of securing existing and reclaiming for-
mer floodplain areas. Flood control structures with the
purpose of limiting damage are to be dimensioned ac-
cording to protection priorities.All planning goals are to
have as positive an effect as possible upon natural assets
in the river plains and tributaries. The ‘Oder 2000’ pro-
ject on the Polish side, which aims to develop the Oder
as a waterway (construction of barrages, modernization
of locks and weirs, flow regulation, construction of the
Ratibor reservoir) needs to be integrated into an inter-
national plan.
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This synopsis provides a comparative overview of all
global environmental risk potentials discussed in
Section D. The overview concentrates upon the as-
signment of specific risks to the classes of risk identi-
fied in this report (Fig. D 8-1). It further presents the
criteria characteristic of each class and the grouping
of each specific global environmental risk in the var-
ious classes (Table D 8-1). In total, the Council has se-
lected and classified 24 representative global risks. Of
course there are many more global risks in each class.
The risks discussed here are to be understood as
characteristic representatives of their classes.

In addition to the risks of global change covered in
Section D, the Council examines in the following Sec-
tion E the risk potentials of complex environmental
systems. Here the concept of syndrome analysis is ap-
plied (Section E 4.2). The global health crisis and the
risks attached to future food security are presented
as examples of complex risks in the Sections E 3.1
and E 3.2.

The overview of risks treated in Section D shows
that many of these must be assigned to those classes
in which one or both of the two prime criteria – prob-
ability of occurrence and extent of damage – are un-
known. In the Pythia class, both of these criteria are
unknown. In the Cyclops class, the probability of oc-
currence is unknown. In the Pandora class, there are
only assumptions concerning probability and extent.
In the Damocles class, there is no uncertainty as to
the two prime criteria, but the extent of damage can
be extremely high, the very low probability of occur-
rence notwithstanding.

The overview illustrates that the three risk classes
to which the great majority of specific global risks
discussed here are assigned – Pythia, Cyclops and
Damocles – are not only situated in the transition
area but also extend into the prohibited area. Risks
situated in the prohibited area should be reduced un-
der all circumstances. For the risks treated in the pre-
sent report, it needs to be assessed and decided from
case to case whether they are still located in the tran-
sition area or have entered the unacceptable prohib-
ited area. Only the global risks assigned to the Cas-
sandra class – human-induced climate change in vul-

nerable regions and destabilization of ecosystems
through intervention in elemental cycles – are defi-
nitely situated in the prohibited area.The risk associ-
ated with persistent organic pollutants (POPs) is also
situated in the prohibited area, and assigned to the
Pandora class because initially only assumptions
could be made concerning global relevance and were
confirmed only retrospectively.

For risks in the Pythia and Cyclops classes, the un-
certainty attached to the probability of occurrence or
to the extent of damage mean that the certainty of as-
sessment in the transition area is low. Nonetheless,
there are plausible reasons to assume that large dam-
age can occur. Where there are grounds to suspect
that major damage can occur, persistency, ubiquity
and irreversibility are in most cases particularly rele-
vant criteria. In the transition area, a valid and reli-
able scientific risk assessment is often scarcely possi-
ble. Risk policy strategies must then contribute to re-
solving the uncertainties and to reducing the possibly
large extent of damage (Sections A and F 9).
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Representative risks (in order of the Sections of this report)

D2 Technological risks
D2-a Nuclear energy
D2-b Large-scale chemical facilities
D2-c Dams
D2-d Nuclear early warning systems 

and NBC-weapons systems
D2-e Certain genetic engineering

applications
D2-f Electromagnetic fields

D3 Infectious diseases as a global risk 
D3-a AIDS infection
D3-b Influenza-A infection
D3-c BSE/nv-CJD infection

D4 Biological risks
D4-a Mass development of anthropogenically 

influenced species
D4-b Release and spread of transgenic plants

D5 Chemical risks
D5-a Destabilization of terrestrial ecosystems
D5-b Persistent organic pollutants (POPs)
D5-c Endocrine disruptors

D6 Climate risks
D6-a Gradual human-induced climate change
D6-b Collapse of thermohaline circulation 
D6-c Self-reinforcing global warming
D6-d Instability of the West-Antarctic ice sheets

D7 Natural disasters
D7-a Floods
D7-b Earthquakes
D7-c Volcanic eruptions
D7-d Meteorite impacts

Figure D 8-1
Synopsis.
Source: WBGU
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Risk class Characterization Representative examples

Damocles P is low (approaching 0) • Nuclear energy (D2-a)
Reliability of estimation of P is high • Large-scale chemical facilities (D2-b)
E is high (approaching infinity) • Dams (D2-c)
Reliability of estimation of E is high • Floods (D7-a)

• Meteorite impacts (D7-d)

Cyclops P is unknown • Earthquakes (D7-b)
Reliability of estimation of P is unknown • Volcanic eruptions (D7-c)
E is high • AIDS infection (D3-a)
Reliability of estimation of E tends to be high • Mass development of anthropogenically influenced

species (D4-a)
• Nuclear early warning systems and NBC-weapons 

systems (D2-d)
• Collapse of thermohaline circulation (D6-b)

Pythia P is unknown • Self-reinforcing global warming (D6-c)
Reliability of estimation of P is unknown • Release and putting into circulation
E is unknown (potentially high) of transgenic plants (D4-b)
Reliability of estimation of E is unknown • BSE/nv-CJD infection (D3-c)

• Certain genetic engineering applications (D2-e)
• Instability of the West Antarctic ice sheets (D6-d)

Pandora P is unknown • Persistent organic pollutants (POPs) (C5-b)
Reliability of estimation of P is unknown • Endocrine disruptors (D5-c)
E is unknown (only assumptions)
Reliability of estimation of E is unknown
Persistence is high (several generations)

Cassandra P tends to be high • Gradual human-induced climate change (D6-a)
Reliability of estimation of P tends to be low • Destabilization of terrestrial ecosystems (D5-a)
E tends to be high
Reliability of estimation of E tends to be high
Long delay of consequences

Medusa P tends to be low • Electromagnetic fields (D2-f)
Reliability of estimation of P tends to be low
E tends to be low (exposure high)
Reliability of estimation of E tends to be high
Mobilization potential is high

Table D 8-1
Overview of risk classes: characterization and substantive examples. P signifies the probability of occurrence and E the extent
of damage.
Source: WBGU
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E 1Risk modulators (amplifiers and intervening factors)

E 1.1 
Introduction

Risks can manifest themselves to people as threaten-
ing events in the form of a mishap or accident. In this
manifestation, there are various factors – such as the
people themselves, their institutional arrangements
or the vulnerability of technological systems – which
influence the probability of occurrence, the magni-
tude, perception, evaluation and management of
risks. Risk research has identified causal structures
that decisively determine the ways in which risks are
managed, their outcomes and their consequences.

An important initial distinction is that between
events and consequences. If a risk occurs as an event,
it only then becomes a threat to humans and ecosys-
tems if consequences are evaluated by humans as be-
ing harmful. For instance, both localized forest fires
and extensive conflagrations may well have a natural
function in ecosystems that need not entail any
threatening consequences for humans or nature. On
the other hand, fires may also be caused or intensi-
fied by human agency, for instance in order to gain
new areas for farming or other uses. This can endan-
ger human life and health and damage ecosystems.A
further problem in such cases, exemplified by the re-
cent forest fires in Indonesia, is that damage is not
linked to the generator.

Often several simultaneous events, of which each,
taken by itself, may not pose any major threat, pre-
cipitate an outcome with consequences hazardous to
humans and ecosystems.

The example of large-scale forest fires in Indone-
sia is again illustrative of this. Here several events
lead to the outcome. On the one side, El Niño, a nat-
ural phenomenon, makes the fires possible at all
through the dryness that it causes, and determines
the prevailing winds. On the other side, the fires are
almost always started by humans, be it that farmers
wish to gain new fields, loggers hope to cover up ille-
gal felling or speculators aim to buy cheap land. The
consequences also have different dimensions, as both
humans and ecosystems are damaged. The function

of primary forests as a carbon sink is impaired and
biological diversity is lost. People experience difficul-
ty of breathing and suffer smoke poisoning. The
dense fumes have even contributed to ships colliding
and aircraft crashing. Fig. E 1.1-1 illustrates the ‘path-
ways’ between the stages. It is at these points that
risks must be controlled and managed.

For the sphere of technological risks, we need to
expand and refine this simple structure. Hohenemser
et al. (1985) have identified a seven-stage causal se-
quence or chain for technological risks. Fig. E 1.1-2 il-
lustrates both the seven stages of the ‘risk chain’ for
technological systems, and the opportunities and
points at which to control and reduce the risk poten-
tial, reduce or even eliminate the probability of oc-
currence, and minimize the extent of damage and
consequences.This topology underscores the interre-
lationships between events and human behavior.
Simple ‘risk chains’ naturally do not reflect the full
complexity of reality, as they fail to consider many
details. Complex risk chains generally have a tree
structure. Even simple technologies can generate a
variety of significant outcomes. What is important
here is the logic behind the concept of the causal
chain, distinguishing between events and conse-
quences and offering opportunities for control and
management. If there are no controls and manage-
ment strategies that take effect between the individ-
ual stages or control individual events, then the con-
fluence of several events or the addition of several
causes can amplify the probability, the magnitude
and the consequences of a risk.

The factors contributing to the amplification or at-
tenuation of risks presented in Section E 1 take effect
at certain points in the causal chain. At the level of
the individual, risk amplifiers and attenuators may be
found inter alia among human needs and wants or in
the choice of technology, which may for instance af-
fect political participation. The amplification or at-
tenuation of risks by organizations and their systems
mainly take effect in the steps following the choice of
technology. Institutional arrangements play a role
where it is a matter of establishing higher level warn-
ing systems and protective and contingency measures
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in order to deal with the event, its outcome and the
ensuing consequences.

In the following, we illustrate the stages of the
chain for the example of nuclear energy. Modern so-
cieties consume increasing amounts of energy. Peo-
ple want a ‘clean’ and durable energy supply. In the
age of environmental concern, the generation of this
energy should spare non-renewable resources and
should not contribute to increasing greenhouse gas
emissions. As nuclear energy can satisfy the rising
needs and the ecological aspirations of people in this
point at least, this technology might be chosen. The
causative event can now be a reactor accident or a
technical failure. The outcome is the release of ioniz-
ing radiation. If this occurs, people living in the neigh-
borhood of the nuclear power plant, if they have not

already been evacuated, are exposed directly to the
radiation for a certain time at least. People living fur-
ther away from the plant can also be affected by the
intake of contaminated food, as shown by the case of
Chernobyl.The consequences to people include con-
siderable damage to human health, such as acute ra-
dioactive contamination, cancer, congenital deformi-
ties, heritable impairments and so forth.The environ-
ment is contaminated radioactively.

We can now deal with the risk of a nuclear power
plant at various points, as indicated in Fig. E 1.1-2.At
the individual level, human needs can be modified
such that ‘new’ lifestyles demand less energy. Human
aspirations can be redirected towards alternative
technologies, such as wind or solar energy.These may
even do greater justice to the desire for ecologically
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Dryness caused
by El Niño

Strong winds

Damage to 
ecosystems

Harm to 
human health

Accidents and
property loss

causal sequence

Events Pathways PathwaysOutcome Consequences Figure E 1.1-1
Events and consequences:
the example of the 1997
forest fires in Indonesia.
Source: WBGU
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acceptable and durable energy supplies. These ‘new’
individual aspirations could then be taken up in pol-
icymaking processes relating to technology choice.
At the organizational level, operational management
can establish higher safety standards and can devel-
op more intelligent strategies for failure prevention,
in order to reduce the probability of an accident or
malfunction. If a hazard event then actually occurs,
management strategies such as in-plant early warn-
ing, preventive radiation protection or direct coun-
termeasures would need to be in place in order to
prevent or at least minimize the release of ionizing
radiation. At this point, and possibly also at the pre-
vious point, institutional arrangements established
by national and international authorities take effect.
In addition to reviewing safety standards and failure
prevention strategies, national supervisory authori-
ties or international organizations such as IAEA
should also stipulate preventive accident protection
standards and direct relief actions, and should estab-
lish early warning systems. Institutional arrange-
ments and a well-functioning infrastructure for direct
emergency relief are essential when people are ex-
posed to a hazardous dose of ionizing radiation. This
includes immediate and post-event medical care,
evacuation and resettlement, food supply etc. The
better and more rapidly direct relief measures take
effect, the smaller are the long-term consequences.

The description of the ‘risk chain’ has shown that
a risk evolves through a causal sequence, whereby
generally the interplay of several causes amplifies the
risk and thus leads to the hazardous event.The event
in turn is not an isolated occurrence, but is usually
composed of several compounded mishaps. The re-
sulting consequences are diverse.The ‘risk chain’ also
illustrates the points at which control mechanisms
and management strategies must take effect in order
to reduce the amplifying effect of causes or events.
Hohenemser et al. (1985) call for risk management
that informs society about risks, decides what is to be
done and puts in place appropriate measures by
which to control or mitigate the risks. Such risk man-
agement oriented to the ‘risk chain’ in Fig. E 1.1-2
comprises four main elements, each of which entails
several steps:

Risk evaluation
• Risk identification
• Priority setting
• Risk assessment
• Social values assessment

Control analysis
• Appraisal of tolerance capacity
• Identification of control tools
• Assessment of implementation methods

• Evaluation of cost distribution

Strategy choice
• Risk acceptance
• Risk distribution
• Risk reduction
• Risk attenuation

Implementation and evaluation
• Control interventions
• Supplementing methods
• Output evaluation
• Impact evaluation

E 1.2
Sociocultural and individual risk amplifiers

E 1.2.1
Introduction

Why do people react differently to one and the same
risk? Why do some refuse to take seriously a risk that
is so plain to others? Why do the media seize on some
risks while ignoring others?

Individuals often have very different perceptions
of one and the same risk. The way in which they deal
with it will differ accordingly. There are a variety of
reasons for these disparate perceptions and evalua-
tions. For instance, cultural traditions, past experi-
ences, conditions of life, emotional and cognitive
styles of processing differ greatly. Moreover, there
are disparate social roles (e.g. ‘expert’, ‘victim’) or
specific circumstances that lead to a divergent per-
spective when appraising a risk. If then different
groups of people have quite different views on what
constitutes a risk and above all on how it is to be han-
dled, we might argue that in reality there is no such
thing as one and the same risk for all. Ultimately, a
risk cannot be determined objectively but has quite
different meanings for different (groups of) ob-
servers (Johnson and Covello, 1987; Wiedemann et
al., 1991). The question of which observer group has
made the ‘proper’ appraisal often remains unre-
solved.

In the following, we shall discuss in more detail
some of the sociocultural, personal and cognitive fac-
tors that play a role in the appraisal of risk. We shall
first examine the culture of a society.This is the basic
setting within which people experience the world and
within which they act (Section E 1.2.2.1). Within a
culture, various subcultures emerge, conveyed and
evolved by specific social communities (Section E
1.2.2.2). The experience of individuals is influenced
by the subculture of their reference group. In addi-
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tion, a series of individual factors is relevant to the
appraisal of events (Section E 1.2.4). These factors
can also influence and change the social community.
The distinction between individual and social factors
is thus not always clear-cut. Furthermore, the media
exert an influence upon the experience of individuals
and groups. The media are of course also a compo-
nent of culture, but are discussed separately here
(Section E 1.2.3). Fig. E 1.2-1 gives an overview of the
factors.

E 1.2.2 
Cultural and social factors 

E 1.2.2.1 
The cultural setting

Both risk appraisals and behavior in risk situations
are shaped decisively by cultural belief systems, the
value systems contained in these and social roles.The
cultural belief system determines extensively the col-
lective notions of how the world functions (Douglas
and Wildavsky, 1982; Rayner, 1992). These collective
notions are also termed social representations, as
they contain socially constructed ‘images’ of the
world. Social representations comprise the knowl-
edge of ‘facts’ and ‘events’ (e.g. what constitutes an
insult, how to resolve conflicts, whether the forest is
dying etc.) shared within a group. This knowledge is
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Figure E 1.2-1
Overview of sociocultural,
social and individual risk
amplifiers.
Source: WBGU
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essential for people to appraise situations, evaluate
them and act. This knowledge is propagated, stabi-
lized and modified by communicative processes (in-
terpersonal communication, media; Wagner, 1994).

To understand the ways in which risks are dealt
with, it is essential to take into consideration the so-
ciocultural setting. This means not only rough dis-
tinctions according to ‘Western’ and ‘Eastern’ cul-
tures, different religions or nations. Disparate social
representations (subcultures, group-specific knowl-
edge) can prevail in various groups within, for in-
stance, Western culture or a nation. For instance, the
people living in tornado-prone regions of Alabama,
USA, are largely convinced that what happens to
them depends upon God or good fortune. In con-
trast, the inhabitants of Illinois, USA, who are ex-
posed to a similar threat, believe that it is above all
their own behavior that determines their fate. They
accordingly implement protective measures, with the
result that the number of deaths caused by storm dis-
asters in Illinois is much lower than in Alabama
(Sims and Baumann, 1972). These disparities, that
arise among different social communities, will be dis-
cussed in more detail below (Section E 1.2.2.2). Of-
ten, however, the concept of culture is associated
with the national level. In such a perspective, the
analysis is relatively wide-meshed. This may be quite
appropriate for certain issues, but a more precise
analysis will always be able to differentiate between
further subcultures or groups.

Most cross-cultural risk studies have chosen this
wide mesh for their analysis, thus e.g. comparing the
risk perceptions of Americans with those of Japan-
ese, or those of Australians with those of Germans
(Rohrmann, 1995a). Many of these studies submit
questionnaires to participants on which they rate
their evaluation of various risk aspects on a multi-
level scale (Slovic et al., 1986).These aspects have in-
cluded the controllability of risks, voluntariness of
exposure to them, the dreadfulness of possible acci-
dents, catastrophic potential etc. (Section E 1.2.4).
Participants have generally been asked to appraise a
great range of risks: in addition to technology and
natural risks also those related to sports activities, a
certain lifestyle or occupational activities. Compara-
bility among the studies is beset by methodological
problems, so that statements such as ‘worldwide, In-
donesians accept the most risks’ cannot be made, nor
are they meaningful.

In direct cross-cultural comparisons, studies have
partially indicated differences in the appraisal of risk
magnitudes. Japanese consider many risks to be more
uncontrollable and dreadful than Americans do, and
assess the catastrophic potential as being higher
(Kleinhesselink and Rosa, 1991). However, a more
recent study has found that both differ scarcely in

their appraisal of the controllability of the risks sur-
veyed. One difference did however emerge concern-
ing nuclear risks. The Japanese tend to view these as
being higher, but the voluntariness of exposure to the
risk is also viewed as being higher than it is by Amer-
icans (Hinman et al., 1993).

A comparative questionnaire study of Chinese
and Australian probands has shown that the Chinese
perceive the risks associated with cycling and
lifestyle-related health risks (smoking etc.) as being
lower. For almost all other risks surveyed, however,
they display a lower acceptance than the Australians.
Scarcely any differences were found in perceptions
of natural and technological risks. However, the Chi-
nese have a much more positive perception of the so-
cial benefits of nuclear energy than the Australians
do (Rohrmann and Renn, 1998).

Where studies examined the issue at all, it became
apparent that disparities between different social
groups (e.g. differentiated according to more ‘tech-
nological’ versus ‘ecological’ attitudes) were often
larger within a country than between different coun-
tries (Rohrmann, 1995a).

As in all studies, the findings depend decisively
upon which questions are posed and which parame-
ters are calculated. Standardized questionnaires are
poorly suited to identifying differentiated cultural
disparities. At best, tendencies can be ascertained.
Box E 1.2.-1 describes an example of a different
methodological approach. Here very much finer and
more qualitative methods were applied, yielding a
more differentiated picture of cultural specificity.
However, this study made no direct comparisons
with other cultures.

E 1.2.2.2 
The social community

In addition to cultural traditions, the immediate so-
cial community has an important influence upon the
perception of risks. Communicative processes (talk-
ing with neighbors and friends, but also communica-
tion mediated by e.g. the press and TV) produce so-
cial norms and knowledge that influence risk percep-
tions. Depending upon the type and extent of a risk,
the associated social representations can have a wide
geographical scope or can be locally contained. The
discourses on nuclear power or on climate change are
examples of widely shared social representation.The
discourse on the construction of a specific waste in-
cineration plant is an example of local scope.

Divergent reactions despite similar constellations
(Box E 1.2-2) illustrate how important social struc-
tures and processes are to the perception, evaluation
and management of risks. The two case studies high-



160 E Integrated risk analysis

light a series of factors that influence social process-
es of risk perception. These factors have been con-
firmed by other studies, too.

In both cases set out in Box E 1.2-2, no direct
health impacts of the chemical substances were to be
observed; there was thus no identifiable damage.
Other examples similarly show that this is not a nec-
essary precondition to vehement conflict over risks.
What is decisive is rather the evaluation of the risk by
the social community. This evaluation process must
by no means be interpreted as something arbitrary
whose outcomes can be neglected. The process is de-
termined by social norms and rules formed within the
setting of cultural values (Renn et al., 1992). In the
TCE case the social norm could be formulated thus:
“members of our community are law-abiding citizens
and should not be punished without reason”. In the
Love Canal case it might be: “the state should sup-
port victims of scandalous disposal practices”. These
rules and normative notions are developed through

communication, in the course of which pivotal opin-
ion leaders often emerge.

The formation of a social group generally presup-
poses a certain degree of perceived similarity in
terms of attitudes, interests, situations in life etc.
among the group’s members. For individual people,
such a community has various functions. It may offer
psychological and material support in coping with
stresses, and it is a more effective basis on which to
exert influence, as groups generally have a greater
potential than individuals (Edelstein and Wanders-
mann, 1987). Above all, however, the social commu-
nity constitutes for its members a source of informa-
tion and evaluation of that information. Through
communicating with other members of the commu-
nity, expert studies, newspaper reports, talks with of-
ficials etc. are comprehended and interpreted. These
communicative processes thus have crucial functions
of providing purpose and meaning, as it is here that
the group and the individuals come to terms with the

Box E 1.2-1

Perception and meaning of volcanic eruptions
on Java, Indonesia

The Merapi on Java counts among the hazardous volcanoes
of the world.The people living there are threatened not only
by regular eruptions, but also by hot clouds of cinders, ash
rain, toxic gases or mudflows containing volcanic material
caused by rainfalls. Nonetheless, the area is densely pop-
ulated. At least 50,000 people live on the south-west flank,
some villages being as close as 5 km to the crater. During the
last major eruption on 17 January 1997, with a 6 km long lava
flow and hot dust and gas clouds, 18,000 people were evacu-
ated for a brief period. While international teams of scien-
tists worked on an optimum early warning systems, many
people living close to the Merapi were not willing to leave
their villages – despite a variety of indications of the im-
pending outbreak. How can this be explained? Are the peo-
ple unable to appraise properly the risk to their life and
health? 

The anthropologist Judith Schlehe has analyzed the spe-
cific cultural and religious interpretations and their rele-
vance to actions in relation to the Merapi. The forms of per-
ception of nature can explain why the people of Java do not
flee the danger.

The Merapi is considered holy by the rural population. It
is viewed as a manifestation of the power of supernatural be-
ings and as a realm of spirits. There is a link between the
realm of spirits and the people. The spirits can communicate
with certain people through dreams or inspiration, thus e.g.
warning them of a volcanic eruption. Many spheres of life
are placed in relation to the invisible powers. Thus political
dominion continues to be legitimated today by mystic links
to nature. According to old writings and myths, the assump-
tion of power by an earlier ruler (Senopati, 1575–1601) was
recognized and confirmed as being legitimate by the realm
of spirits of the Merapi and by the realm of the queen of the
southern sea, Ratu Kidul. Since that time, there is the
promise of Ratu Kidul to give protection and support to the
sultan and all his successors.The realm of spirits ensures that

the town of Yogya, in which the sultan's palace is located, has
until now always remained untouched by the eruptions of
the Merapi.This is why the inhabitants of Yogya continue to
feel safe against these eruptions. However, the spirits can
withdraw their legitimation from the rulers if the latter
prove to be greedy and dishonest.Volcanic eruptions are ex-
plained accordingly.The ‘paranormal expert’ Pak Permadi in
Yogya formulated it thus:“if the people are not satisfied with
the way they are treated by the ruler, but cannot defend
themselves, their anger, which expresses itself as energy, is
taken up by nature. If nature is angry, a disaster occurs such
as a volcanic eruption; for nature does not fear human
rulers.” (Schlehe, 1998). The knowledge that only those fall
victim to the volcanic eruption who have fallen foul of the
realm of spirits of the Merapi, have forgotten the ancestors
or have violated the traditional system of norms and rules
gives the people certainty that they are secure. After the
eruption in 1997, it was above all the inhabitants of the vil-
lages of Turgo and Kinahrejo who did not leave their
dwellings.These villages have a pivotal role.As long as noth-
ing happens to Kinahrejo, all the other villages will also be
safe. The inhabitants feel themselves bound to their destiny
and duty to remain at the place of their ancestors. Mbah
Marijan, an important opinion leader whose statements car-
ry more weight for most people than the warnings of the vol-
canologists, explains why the people stay: “remember, if fate
wishes it thus, we can die everywhere. The inhabitants of Ki-
nahrejo feel their destiny, that they have been born to make
a protective wall in order to watch over the well-being of the
Kraton (palace in the realm of spirits) and of the people of
Mataram.” (Schlehe, 1998).

Moreover, the volcano is not only a threat to the people,
but is also the source of fertile soils and, together with suffi-
cient rainfall, permits good harvests. On the basis of their
traditions, the people are well able to cope with the risks of
volcanic eruptions. Because of these traditions, people of
Java are loath to resettle.The Rukun concept is important to
understand this: this means social harmony and positioning
of the individual in a certain spiritual setting that is not sim-
ply exchangeable. All the above cultural values pose serious
impediments to governmental resettlement policies.
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meaning of the situation (Matthies et al., 1995). Such
discursive processes do not take place in isolation
from the specific situation or risks in question (Sec-
tion E 1.2.4), but can quite well lead to differing eval-
uations due to different interpretation filters.A num-
ber of situative background variables can be distin-
guished that may influence communicative evalua-
tion processes.

Risk causation
In the two case studies, these situative variables in-
clude the causation of the chemical pollution. In the
TCE case, the pollution generator was viewed as ‘one
of our own people’, who was not guilty of causing the

situation. Quite on the contrary, the company owner
was seen as a community member of importance and
integrity who had ensured the well-being of most of
the other members. This was thus a case of damage
for which no one could be held responsible, as the
company owner had neither intentionally nor know-
ingly brought about the toxic emission. The percep-
tion of the situation is different in the Love Canal
case, as here a clear polluter (the company on the riv-
er) is viewed as culpably responsible for the chemical
pollution. This is not a member of the social commu-
nity, but an external culprit. The causal attribution of
(potential) damage often plays a major role in risk
perception, as human decisions and actions – causing

Box E 1.2-2

Two case studies: The Love Canal and TCE
communities

The Love Canal case
At the end of the 1970s, it became known in a community at
Love Canal, Niagara Falls, New York State, that the soil was
severely contaminated with substances considered toxic.
These substances had been emitted from a nearby industri-
al plant. After the government health authority had warned
of the risk of severe health impairments, 26 people (preg-
nant women and small children) were evacuated as a first
measure. In view of the uncertainty as to the possible conse-
quences of the chemical contamination, this measure ap-
peared inadequate to most inhabitants. After vociferous
protests, the community gained within one week the conces-
sion of the possibility of government financed resettlement
of a further 239 house owners. Over the next two years, the
conflict between the inhabitants and the responsible author-
ities heightened. Aggressive confrontations at hearings and
meetings and protracted legal disputes determined the dis-
course.A main source of conflict was the question of how far
the toxic substances had spread or would spread, and who,
on the basis of these limits of dispersion, could be viewed as
affected and thus as entitled to assistance. Many no longer
saw themselves able to remain in the community under
these circumstances. However, they were faced by consider-
able financial difficulties, as for obvious reasons their land
and houses were no longer easily marketable. The war of
nerves ended when the decision was taken to provide finan-
cial assistance to a total of more than 550 house owners, in-
sofar as these were willing to resettle voluntarily.

The protests and the burdens engendered by this situa-
tion were not borne equally by all Love Canal residents.Two
dominant, contradictory patterns of perception and inter-
pretation of the situation emerged, and thus also two pat-
terns of action. While about 1⁄3 of the affected people as-
sumed a narrowly contained spread of chemical contamina-
tion and rated the health risks as low (the minimalists), the
remaining 2⁄3 viewed the entire area as contaminated and
feared serious health hazards (the maximalists). The group
of minimalists was dominated by pensioners or persons soon
to be pensioned, whose children no longer lived at home.
Their greatest worry was the loss of economic security in old
age, represented by their own home. The minimalists were
further characterized by a relatively long time of residence

in Love Canal but only few long-standing social contacts. By
contrast, most maximalists were younger house owners who
were concerned about the health of their children and fur-
ther commanded over a tighter network of social communi-
cation.These factors of social structure were not the cause of
the different perceptions, but influenced to a high degree the
perspective from which information was collected and eval-
uated (Fowlkes and Miller, 1987).

The TCE case
Quite a different picture developed in another community,
also located in New York State, in which it became known
that the groundwater was contaminated with tri-chloro-
ethylene (TCE). Among other consequences, this substance
can have a carcinogenic effect. TCE was released to the
groundwater from a nearby chemical works. Many house-
holds extracted drinking water from wells that were conta-
minated with the substance.

Nonetheless, throughout the entire four years of water
analyses, the residents displayed neither noteworthy signs of
alarm over possible health damages nor any kind of orga-
nized activity. As the local company was viewed as the gen-
erator of the pollution, the residents were wary of raising ac-
cusations for fear of economic consequences (job loss).
Above all, however, the emitter was perceived as a member
of the social community. It was felt to be unjust to hold him
responsible for formerly unknown consequences of waste
disposal. Attendance at public hearings was consequently
poor. The longer the issue persisted, the less important the
health aspect became.The main reason for the disinterest of
the residents was their trust in the local administration and
politicians to sort out the affair in their interests. Further-
more, no severe health impairments occurred. As TCE is a
chemical not perceptible by the human senses, the citizens
were dependent from the outset upon expert judgments. Lit-
tle attention was given to the analyses of these experts, for
two reasons: firstly, the engineering consultancies commis-
sioned by the federal authorities to sample the groundwater
were not recruited from the community and, secondly, many
residents were acquainted with TCE through their work in
local industry. Instead of the health aspect, attention began
to focus on entry to private property (for groundwater sam-
pling) and the burgeoning analysis costs. Opinion leaders
presented the fear that these costs might be passed through
by the federal authorities to the responsible local compa-
nies.To most residents, making the water analyses stop again
was more important than establishing the culpability of the
companies (Fitchen et al., 1987).
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risks and evaluated controversially by the various ac-
tors in society – are the central element in the social
processes involved in dealing with risk (Luhmann,
1991; Jungermann and Slovic, 1993a). For these con-
flicting evaluations, disparate notions of what consti-
tutes an equitable cost-benefit distribution of poten-
tial damage and of what the potential benefit might
be are also relevant.

In contrast, damaging events and risks that can be
attributed to natural causes are generally evaluated
less controversially, as the question of causation can
scarcely be posed in a meaningful way. However, the
distinction between natural and technological risks is
becoming increasingly less clear-cut, as anthro-
pogenic influences are playing an ever greater role in
the creation or intensification of natural risks. This is
illustrated by the causative contributions to flooding
events provided by surface sealing, forest logging and
river regulation.

Familiarity with the risk
Risks with which people have been familiar for some
time are generally perceived as less hazardous, as fa-
miliarity often imparts a feeling of controllability.
Such phenomena are also known in workplace safe-
ty, where protective measures are neglected in a dan-
gerous way because workers believe they can cope
well with the associated risks. The members of the
TCE community were well acquainted with the sub-
stance. Many were used to dealing with it at work and
thus did not feel particularly threatened. By compar-
ison, the members of the Love Canal community
were not acquainted with the chemical substances
and had no precise knowledge of them – for most of
them a highly discomforting fact (Section E 1.2.4).

Life situation of persons affected
It is known of the members of the Love Canal com-
munity that the active campaigners were in a differ-
ent phase of their lives than those who had scarcely
any interest in change or in compensation.The active
persons were younger, had not yet lived there so long
and often had children.To most of them the prospect
of spending their whole life in this situation, which
was perceived to be hazardous, and possibly also
jeopardizing the health of their children, was highly
discomforting and cause enough to put up resistance.
In contrast, the older members of the community had
no interest in changing their situation. The economic
situation of persons affected can also influence their
way of dealing with risks. For instance, Mexican field
workers, whose economic situation leaves extremely
little leeway for action, have stated that they do not
worry about health impairments caused by the pesti-
cides used at work (Vaughan, 1993).

Behavior of responsible
authorities/organizations
Confidence in the responsible authorities has proven
to be a crucial factor for the development of a situa-
tion after damage has occurred. In the Love Canal
case, the authorities were evidently incapable of re-
acting appropriately to the concerns of the commu-
nity. It is known from other studies, too, that the be-
havior of the authorities can exacerbate an already
stressful situation (Guski et al., 1991). If these bodies
do not adopt a way of handling the event that is cred-
ible and appropriate to the safety preferences of the
persons affected, a situation often arises in which all
other institutions are also met with great distrust. As
the information coming from ‘that side’ cannot be
trusted, the affected persons find themselves forced
to take action themselves. The feeling of permanent
disinformation often intensifies the stresses that are
largely brought about by the uncertainty of the situ-
ation.

In the TCE case, interactions between the author-
ities and inhabitants were rather characterized by an
atmosphere of trust, in which the citizens found their
interests well represented.They thus felt less necessi-
ty to take action themselves. The behavior of the au-
thorities can thus influence the communicative eval-
uation processes of groups concerning certain risks
or disastrous situations. However, it needs to be
stressed that this is by no means decisive by itself for
the interpretation of the events.

Signal effect of local events
Local events such as contamination of soil or ground-
water with chemical substances or accidents in indus-
trial facilities (e.g. in Chernobyl) often have effects
that extend beyond the region concerned. Local
processes can thus develop a signal effect for the
whole society or even for global risk communication
(Jungermann and Slovic, 1993a). It therefore does
not suffice to evaluate risks only from the perspective
of their direct effects such as fatalities, persons in-
jured or economic losses. Indirect effects also need to
be taken into consideration. These may include:
• Changed political climate (pressure upon policy-

makers to avoid certain risks from the outset, so-
cial unrest).

• Changed economic factors (higher costs due to
safety requirements, reduced value of real estate,
diminished attractiveness for tourism).

• Emergence of major social movements, often
sparked by individual damaging events (e.g. the
reactor accidents at Three Mile Island and Cher-
nobyl; Opp, 1996).

• Changed attitudes of broad segments of the popu-
lation to certain issues (e.g. skepticism vis-à-vis
large-scale technologies), which can influence the
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perception, evaluation and acceptance of other
risks (Renn et al., 1992).

The social science analysis of coping with risks has
frequently concentrated on case studies character-
ized by Western cultures. A further focus has been
placed on the analysis of human action under condi-
tions of uncertainty and susceptibility to crisis (e.g.
famine) determined e.g. by seasonality in semiarid
regions. Prompted by the second major drought dis-
aster in the Sahel zone in the mid-1980s, such studies
have concentrated above all upon the question of the
possibilities and limits to human adaptation to life-
endangering disasters (de Garine and Harrison,
1988; Box E 1.2-3).

E 1.2.3
The role of the media

Social communication on risks and processes of so-
cial judgment are initiated, amplified or attenuated in
and by the media, too. There is indubitably a connec-
tion between media reporting and the attitudes of the
media audiences. However, there is substantial con-
troversy over the role played by the media in the risk
perceptions of individuals. Propositions range from
‘the media influence society’ to ‘society influences
the media’. Positions assuming a complex interplay
of media and society are situated somewhere be-
tween the two extremes. Media might influence the
opinions, attitudes and also the levels of knowledge
of broad sections of people, but they might also re-
flect processes already taking place. Moreover, both
aspects can exert a reciprocal influence. Specific
propositions concerning the effect of the media have

Box E 1.2-3

The importance of culture in coping with the
risks of global change: Examples from empirical
research

Studies on action under uncertainty and susceptibility to cri-
sis have focused on, for instance, the adaptive behavior of
various West African tribes when faced with desertification
and famine, interpreted as a chain of problems and attempts
to solve them (Mortimore, 1989). The role of indigenous in-
stitutions and alternative opportunities to make a living
when faced with drought and famine are also issues that
have concerned empirical research (HussAshmore and
Katz, 1989). The organizational capacity of societies, in par-
ticular cooperation and communication, play a key role in
interpreting coping strategies (Rau, 1991). Further themes
of empirical research include opportunities to fall back on
common property resources, the use of loans and patronage,
but also gambling and theft in situations of food crisis
(Richards, 1986). A number of historically oriented studies
have examined food risks and gender relations (Vaughan,
1987; Bryceson, 1990).

Responses to famine were also the subject of a study car-
ried out by Spittler (1989), who lived with the Tuareg no-
mads in northern Niger during the severe drought of 1984.
He observed pastoralism under normal conditions and dur-
ing drought, researched strategies for procuring food during
famine, described forms of solidarity but also of egoism
when sharing food, showed how the Tuareg prepare food,
specifically in times of famine, and finally examined the
question of how those affected interpret drought, history
and mortal threat. The study shows that the Tuareg are not
the passive victims of a devastating, unexpected natural dis-
aster, but tackle the threat actively, targetedly and innova-
tively. Nor are they concerned solely with hunger and sur-
vival, but rather above all with leading a life in dignity de-
spite disaster: “the individual is faced with many decisions:
to flee or stay, to save the cattle or oneself, to help others or
only think of oneself. Great efforts must be undertaken to
procure accustomed foods. The course that such a famine

takes does not depend solely and not even primarily upon
the efforts of each individual, but upon relationships among
people and upon their joint interpretation of the situation. It
is a widespread but false cliché that in times of famine life is
only a matter of survival and each thinks only of himself. A
famine does not necessarily lead to a state in which each in-
dividual is only struggling for his own survival” (Spittler,
1989).

Compared with these spectacular famine disasters in
Africa, relatively little research has been conducted on
chronic risks, seasonality and drought coping in Asia. For the
example of the way in which vulnerable groups in the Indi-
an state of Gujarat cope with the seasonal uncertainties of a
semiarid environment, but also with the severe drought of
1985/1987, Chen (1991) introduces the concept of the house-
hold livelihood system. This concept describes a mix of indi-
vidual and collective strategies of a household to mobilize
resources and create action alternatives. Resources are un-
derstood to include physical assets such as land, time, capa-
bilities, family and ethnic-religious group relations, collec-
tive goods and public sector services. The concept further
highlights various dimensions of livelihood security in rural
India that appear generalizable to chronic forms of vulnera-
bility and risk susceptibility (Section E 2).These dimensions
include the relevance of gender, the integration of the
household in markets and institutions, social relations, in-
come diversification, the importance of seasonality and the
various dimensions of risk reduction strategies. Finally, a
more recent study in West Bengal shows that the rural poor
struggle not only for resources but also for respect and the
recognition of their rights to common village resources
(Beck, 1995). Here the enormous importance of mutual sup-
port among the poor becomes apparent, particularly in
times of disease. Although many of them receive larger
loans from rich village inhabitants, this is not viewed as as-
sistance but rather as a contract among unequals in which
the poor are often cheated. Access to natural resources that
are common property (timber, wild fruit, fish, sal leaves), the
collection of harvest residues and the joint rearing of cattle
provide up to 25% of the total annual income of the rural
poor. In these strategies, women and children play a key role
of which outsiders often remain unaware.
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been put forward and empirically tested (Peters,
1995). Media influence
• Knowledge acquisition and levels of the recipi-

ents,
• The selection of topics considered problematic

(agenda setting),
• Opinions and attitudes of recipients,
• The image of actors,
• The capacity of recipients to deal actively with

risks and to cope with them better.
On the first three assumptions, empirical findings are
available that permit a more precise consideration of
the hypotheses. However, it needs to be considered
that it is methodologically exceedingly difficult to
separate purported media influences from other pos-
sible influences, such as interpersonal communica-
tion, so that unequivocal causal relationships cannot
be postulated. Furthermore, there is a lack of studies
concerned explicitly with the particular features of
presenting and processing information related to
global environmental problems.

Knowledge acquisition of media recipients
In the selected and analyzed studies it became ap-
parent, as was to be expected, that recipients receive
knowledge from the media on risks (associated with
technology and environmental problems; Peters,
1995). However, the items of knowledge received are
filtered strongly by individual information process-
ing. It is easier to retain information that has a con-
nection to everyday experience or is personally rele-
vant to the recipient in some other form. For in-
stance, when queried as to the causes of the depletion
of the ozone layer, it has been found that people usu-
ally only remember the ‘spray can’, although other
causes had also been covered. For technologies (such
as nuclear power or genetic engineering) whose pre-
sentation often involves individual disadvantages
faced by collective advantages, the disadvantages will
tend to be remembered more than the advantages,
even if media coverage of both sides was balanced.

Agenda setting
Media reports can direct or heighten attention and
problem awareness of certain issues. It is beyond
doubt that many items of information are dissemi-
nated exclusively through the media. To what extent
does this bring about a collective setting of priorities?
In a study carried out by Atwater et al. (1985), news-
paper articles were evaluated over a period of two
months and classified according to topics such as
waste disposal, water quality, hazardous substances,
soil quality, air quality and nature conservation. In a
subsequent survey of the public, the connection be-
tween media reporting and responder perceptions
was tested. It was found that, firstly, the persons in-

terviewed were able to state the thematic priorities of
the media very accurately and, secondly, there was on
average a fit between the personal assessment of im-
portance of topics and the priority set by the media.
However, it must be stressed here that the assess-
ment of a topic as ‘important’, as assessed by this
technique, is not automatically associated with con-
sequences for behavior or changes in attitudes.

In another study that tested the creation of prob-
lem awareness by a 3-part investigative TV reporting
series on hazardous waste treatment, no effect was
found (Protess, 1987). The persons interviewed had
no different appraisal of the importance of the issue
of hazardous waste than persons who had not seen
the series. However, a different, interesting effect was
observed. After the series had been broadcast, re-
sponsible decision-makers attributed a higher priori-
ty to the problem and made preparations for prob-
lem-solving steps in the expectation that enquiries
and protests would come from the public.Thus in this
case the attribution of medial influencing power led
by itself to a change in the situation.

Opinion and attitude modification
If the media are able to influence the attitudes of re-
cipients, then we might expect that the media tenor
on an issue is reflected in their attitudes. But even if
parallels are indeed found between media tenor and
recipient attitudes, we cannot yet conclude that it is
the media that have caused these attitudes. The con-
clusion is equally possible that the media merely re-
flect people’s attitudes and changes in attitudes.
Available data indicate that this question must re-
main unresolved, at least in this general form, and
needs further research.

In some cases parallels can be identified between
media tenor and the attitudes of the public, while in
others there are divergencies (Kepplinger, 1989).
That risk-supportive or risk-averse reporting leads to
corresponding attitudes among media recipients thus
cannot be concluded so simply. In addition to report-
ing tendencies, the extent of media coverage of an is-
sue can be a cause of corresponding attitudes. Re-
gardless of whether a controversially assessed risk is
mentioned largely negatively or positively in report-
ing, recipients who have heard or read more about it
will tend to evaluate it more negatively. It would ap-
pear that the frequency of coverage of an issue is per-
ceived as an indicator of its hazardousness.

In summary, we may state that the media do have
an influence upon knowledge, opinions and attitudes
of recipients, but that this influence should not be
overestimated. It needs to be considered that recipi-
ents are not passive consumers, but selectively re-
ceive, actively process and modify information.These
processes take place through individual cognitive
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processing (perception, memory) and also through
interpersonal communication (Section E 1.2.2.2).
Recipients are embedded in their social environment
and generally share with this a certain stock of prior
knowledge, preferences, attitudes, interests etc.,
which guide the selection of information and also
certain interpretations. Media effects are influenced
by these processes, so that immediate manipulation is
improbable. More attention has recently been devot-
ed to interpersonal communication processes in
which media contents are processed. It is, however,
conceivable that the media can exert considerable in-
fluence in areas in which the recipients do not al-
ready have experience or attitudes of their own. The
effectiveness of the media further depends upon the
characteristics of reporting: are topics addressed that
interest the recipients? In which manner are the is-
sues presented? At what time are they presented?
How credible is the source of information considered
to be? 

E 1.2.3.1
Accuracy and balance in media coverage

Media coverage of technology, environment and
risks is frequently accused of being inaccurate, erro-
neous and imbalanced in presentation, aiming at sen-
sation effects and contributing to an undifferentiated
aversion to technology and risk among the public.To
test these accusations, media coverage must be ana-
lyzed accordingly.

Accuracy of presentation
Are facts presented correctly, is the presentation dis-
torted, is it exaggerated or downplayed? It is not easy
to answer these questions, as different standards can
be applied to the accuracy and completeness of news
stories. Nonetheless, three selected studies (Peters,
1995) conducted in New Zealand, the USA and Ger-
many arrive at the result that the proportion of sto-
ries classified as entirely correct is very low (approx-
imately 6–30%). The errors could not only be attrib-

uted to lack of scientific experience on the part of
journalists. This is proven in more detail by the study
in New Zealand, which was concerned with global
climatic changes (Table E 1.2-1).

However, it needs to be noted here that even a
very high proportion of entirely accurate reports will
not always guarantee correct knowledge representa-
tion on the part of the recipients, as the processing of
information on their part is subject to cognitive and
social processes (see above).

In addition to such studies, the question of cor-
rectness of media coverage has also been examined
from the aspect of uneven weighting (extent of cov-
erage, tendentious presentation). These analyses
(Kepplinger, 1989; Singer and Endreny, 1993) have
assumed that media reporting delivers an accurate
portrayal of the true environmental and risk reality
and that changes in reality should consequently be
reflected in equal degrees in media coverage. If the
environmental situation actually deteriorates, the
number of media reports on this should rise, and vice
versa. However, all studies arrive at the result that
there is no systematic connection between coverage
on the one hand and technical-statistical data on the
state of the environment or the level of risk on the
other. The frequency of coverage thus by no means
corresponds to the appraisal of hazardousness of a
situation by experts. It can be assumed that for jour-
nalistic reporting other rules and goals apply (recipi-
ent demand for certain reports, access to sources of
information, opportunities to position the issue as a
headline, scandal, serious report etc.) than the ade-
quate presentation of technical-statistical risk data.

Balance and bias of presentation
Media coverage of risks is often accused of having an
anti-technology bias. In contrast, studies carried out
on this issue – above all on the presentation of nu-
clear energy after Chernobyl – show that coverage is
generally balanced. The media analyzed (daily news-
papers and publicly owned television broadcasters in
Germany) reported the views of roughly the same
proportion of proponents and opponents of nuclear

Table E 1.2-1
Inaccuracies in the coverage
of global climatic changes
found in newspapers in New
Zealand.
Source: Peters, 1995

Number of inaccuracies % of articles

Incorrect title 22 12

Incorrect 1st paragraph 17 9

Incorrect illustration or caption 3 2

Scientific/technical inaccuracy 139 34

Non-scientific inaccuracy 72 32

False citation 110 34

Omission 64 25

Exaggeration 81 26

Distortion 54 20
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energy. The journalistic assessment of the statements
reported then appears to depend above all upon the
general political attitude of the medium in question.
Journals and newspapers considered ‘left’ will tend to
support attitudes rejecting nuclear energy, while
newspapers considered ‘conservative’ will tend
rather to support attitudes in favor of nuclear energy
(Rager et al., 1987). Thus we cannot so much assume
a basic anti-technology attitude than rather target-
group specific opinion trends.

The accusation of ‘panic mongering’ reporting
aimed at arousing unfounded fears has just as little
empirical basis as that of a general anti-technology
attitude.This can be said for the presentation of radi-
ation exposure after the reactor accident in Cherno-
byl. Studies that have examined media reports on the
accident in Germany and the USA show a tendency
towards balanced and reassuring reporting (Peters,
1995). More than half of the pieces that treated the is-
sue of radiation exposure contained reassuring as-
sessments.

Findings of empirical study of the German media
landscape show that reporting on technology and
risks has experienced fundamental changes in the
post-war period, regardless of the political attitudes
of the media. The number of statements with an ex-
clusively positive evaluation has declined. Instead,
there has been a shift towards presentations of con-
troversy. Risks and technology are reported on main-
ly under the rubrics of politics and law, less under sci-
ence and economics.Their media presentation is thus
characterized above all by political actors. Experts
voice their views comparatively rarely. This may be
one of the reasons why risk reporting, while general-
ly not panic-mongering, does tend to focus on possi-
ble negative consequences and scarcely on their
probabilities of occurrence. Further items of risk
characterization, such as the annual mortality rate,
the population group affected by the risk, the dura-
tion of damage or the relevance for future genera-
tions, are presented relatively rarely. Singer and End-
reny (1987) summarize their analysis as follows: “the
media do not report on risks, they report on harms”.

E 1.2.4
Individual factors

The individual factors of risk perception and evalua-
tion are linked to the social ones. Each individual is
always embedded in the interpretative culture of a
society or social group, which can be understood as a
filter for many individual processes. It is essential to
know the individual processes in addition to the so-
cial ones, as the former often contribute to establish-

ing or modifying the social and societal interpretative
culture.

Voluntariness
Voluntariness of exposure plays a key role in risk
perception. Risks to which people are exposed
against their will are usually felt to be larger than
those which they have taken voluntarily (Renn, 1992;
Jungermann and Slovic, 1993b).Acceptance is gener-
ally lower for non-voluntary risks (e.g. pollution by
industrial emissions), for they must be tolerated on
the basis of decisions taken by other people. In such
a situation the individual has scarcely any influence
over what happens to him or her, which for most peo-
ple is a good reason to put up resistance. Voluntary
risks (e.g. smoking) are generally perceived as ac-
tions within the responsibility of the individual that
are potentially controllable.

People not only try to avoid risks, but even inten-
tionally seek certain types of risk. Many experience
the thrill and challenge of mastering risky situations
as an essential enrichment of their life. The impor-
tance of this characteristic, which varies greatly from
person to person, should not be underestimated. The
pursuit of increasingly hazardous sports and leisure
activities is only one example of this phenomenon.

Personal experience
Personal experience is a further determinant of risk
perception. Adverse previous experience with a haz-
ard contributes to an individual feeling that the risk
is very high and taking active preventive measures.
However, this is not universally valid. It is known that
people who have repeatedly become the victim of a
hazard (e.g. have experienced the third flood within a
short period) resign and take no further precaution-
ary measures (Evans and Cohen, 1987). On the other
hand, even if people have no personal experience
with acute hazards, as is e.g. the case for the possible
consequences of climate change, risks can be viewed
as very high. This is particularly the case if such haz-
ards are hard to perceive, are not individually con-
trollable and the potential damage is very high.

A quite different outcome of lacking previous ex-
perience with the negative consequences of a risk is
described by the phrase ‘captives of experience’.This
concerns cases where people have had no previous
adverse experience with possible damage, and there-
fore underestimate the risk and take no precautions
to protect themselves against it.

Affectedness
As is to be expected, people who do not feel affected
by a potential damage generally view the risk as low-
er than others who expect to be seriously harmed in
the event that the risk occurs (e.g. residents of an
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earthquake-prone area). This applies equally to in-
sidious risks that are often linked directly to every-
day life, such as eating. For allergic people, for in-
stance, the prospect of eating food that might contain
unexpected constituents presents a greater threat
than for those who can consume everything without
further thought.

Controllability
Risks that appear uncontrollable to the individual
are felt to be very threatening. These include events
that cannot be changed by the actions of the individ-
ual. People living in a high-risk situation that escapes
their control usually have few alternatives for coping
with the threat. In such situations people frequently
deny the risk entirely, lull themselves into a false
sense of security with the simplest solution strategies
(wishful thinking), seek refuge in religious trust or
express fatalistic thoughts (Rippetoe and Rogers,
1987). Which form of behavior is ultimately chosen
also depends upon the social reference group, in
which behavioral models are offered or other forms
of behavior are sanctioned. Through these processes
of reinterpretation, many are able to regain control
over events (Bell et al., 1996).

Risks that cannot be directly changed but appear
to offer opportunities for flight or protection are
viewed as less threatening. The ozone hole is an ex-
ample of this. People can protect themselves indi-
rectly from the potential negative consequences by
avoiding exposure to the sun (Matthies, 1995).This is
why the ozone hole is perceived as less threatening
than the hazards of radioactivity.

knowledge
Risks can be evaluated differently depending upon
the level of knowledge. It is often assumed that peo-
ple feel such situations to be very threatening that
they do not know precisely and whose potential for
harm they cannot assess. However, the relationship
between knowledge and assessments of hazardous-
ness is more complex. For instance, after they had
taken radon samples themselves and had received
further information, schoolchildren have viewed the
harzardousness of this substance as lower than was
the case before the measurements (Hazard and Sei-
del, 1993). But it can just as well happen that it is the
precise knowledge of a risk that leads to a high per-
ception of threat. Home owners in Florida who had a
higher level of knowledge about radon have been
found to perceive the threat as higher than those
whose level of knowledge was lower (Schütz et al.,
1997). Knowledge alone is not decisive for the as-
sessment of threat. It is always mingled with other
factors, such as values, attitudes or opportunities for
protection.

Attitudes
For the perception and acceptance of large-scale
technologies in particular, attitudes have proven to
be an important factor. Evaluations of nuclear ener-
gy, for instance, are regularly embedded in general
values and ideologies (Rohrmann, 1995b). People
with conservative value orientations will thus tend
rather to stress the opportunities and benefits of us-
ing a technology. People with liberal values will tend
rather to stress the catastrophic potentials (Wildavs-
ky and Dake, 1990).

Habituation
Well-known and familiar risks are generally per-
ceived as less threatening than new, still unknown
ones (e.g. mining versus genetic engineering; Slovic
et al., 1986). Here it needs to be taken further into
consideration that in such risk comparisons other di-
mensions also play a role (e.g. catastrophic potential,
spread of secondary damage etc.). Furthermore,
there are also risks with which people are familiar
but which, for various reasons, they cannot become
accustomed to, and can still less accept (e.g. contami-
nated food, air pollution; Matthies, 1995).

E 1.2.4.1 
Cognitive factors

Among individual determinants, particular weight
attaches to cognitive factors (see also WBGU, 1994).
The elements of information processing (reception,
recall, reproduction) are of great relevance to risk
perception. In research on this issue, subjects are gen-
erally asked to assess the probability of occurrence of
certain events. It has been found that such probabili-
ty estimates are frequently subject to certain system-
atic errors. These estimation errors are caused by
cognitive ‘rules of thumb’ (heuristics) which most
people use successfully in their everyday life to assess
events. For the probability estimation of risks, how-
ever, they are often unsuited. Studies on heuristics
have mainly concentrated on the different estima-
tions of so-called laypeople and so-called experts
(Slovic et al., 1985).

Experts generally refer to statistical data, from
which risk probabilities are calculated according to a
variety of methods. Their perspective on risks is ac-
cordingly characterized by an exclusively technical
analysis (Renn et al., 1992; Rayner, 1993). Experts
thus frequently use risk assessments of the following
kinds (Jungermann and Slovic, 1993b; Section C):
• Risk as the probability of a certain damage,
• Risk as the extent of possible damage (e.g. the

number of expected fatalities),
• Risk as a function (usually the product) of proba-
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bility and extent of damage,
• Risk as the variance of the probability distribution

of all possible consequences of a decision etc.
For laypeople, a variety of further factors (values, at-
titudes, social influences, cultural identity) play a role
in addition to the probability of occurrence when as-
sessing risks. However, even experts are by no means
always in agreement on the assessment of risks, for
the statistical-technical methods offer much leeway
for interpretations and misjudgment. It has thus been
shown for the example of the assessment of lead ex-
posure of children that experts took recourse to high-
ly disparate heuristics and previous experience, and
thus arrived at disparate evaluations of the given sit-
uation (Nothbaum, 1997).

Heuristics typical for laypeople
Availability heuristic. Events that are easy to remem-
ber are rated as more probable than events that are
less mentally available (e.g. the risk of an airplane
crash versus that of a cardiovascular disease). Events
are mentally available that are frequently or have re-
cently been reported in the media or that make a par-
ticular impression. Less spectacular risks, in contrast,
are underestimated although the risk of dying from a
cardiovascular disease is many times higher than that
of dying in an airplane crash.

‘Gamblers’ fallacy’. Laypeople are prone to the
gamblers’ fallacy. Developed from observations of
people playing dice, this means in risk research that
people who have just suffered damage believe that
such events are not to be expected in the near future.
This is based on the often misleading assessment that
an event which is improbable in any case will not oc-
cur several times in succession. This is fallacious be-
cause the probability of occurrence permits no state-
ment as to the time or sequence of events (Burton et
al., 1978).

Prospect theory (framing). Events are assessed as
more risky when framed in terms of (potential) loss-
es and not of ‘gains’ (e.g. survivors).Thus one and the
same risk is viewed as being higher if expressed in
terms of an expected death rate of 60% and viewed
as lower if expressed in terms of a survival rate of
40% (Kahneman et al., 1982).

Beyond cultural, social and individual factors, a se-
ries of characteristics specific to risks and their con-
sequences determine perceptions. There is generally
a high degree of social consensus on the properties of
these characteristics (such as the accessibility of a
risk to the human senses). For instance, it makes a dif-
ference to most people whether very many people
die at once or the same number die over a longer pe-
riod.

The sociocultural, social and individual factors set
out above are decisive for the perception and han-

dling of risks. It is these factors that lead at times to
major disparities among countries, communities, cer-
tain social groups and individuals in their risk-related
actions.To successfully deal with the impending chal-
lenges of global change and the associated global
risks, it is essential to give greater consideration to
these factors. The various values and perceptions
need to be taken seriously and to be integrated ap-
propriately in the negotiation of risk acceptance.This
must be taken up both in the policymaking context
and in research. In many cases, the data basis on
which to identify and evaluate global environmental
risks is very poor. There is a particular lack of cross-
cultural studies, which could play an important role
in underpinning global risk strategies.

E 1.3
Organizational risk amplifiers and attenuators

E 1.3.1
The amplification of risk potentials through
organizational structures

Large-scale technical organizations, as epitomized by
nuclear power plants, large-scale chemical facilities,
dams, weapons systems etc., have characteristics that
unavoidably harbor risk potentials, so that if organi-
zational or technical failures or unpredictable se-
quences of events occur, accidents and disasters may
follow. At the same time, however, organizational
structures can offer a high degree of protection
against risk potentials, if they are carefully planned
and applied. The amplification of risks often stems
from complex organizational structures, characteris-
tics and ordering principles.

Today, organizations and their management are
playing an ever more important role, in order to do
justice to the growing demand for effective and effi-
cient regulation and control. Organizations can reach
enormous levels of complexity – a complexity that
makes errors probable and harbors risks. This no
longer applies only to large-scale technologies, but
increasingly also to politico-societal, economic and
infrastructural organizations. It includes, for instance,
a nuclear power plant as a specific organization, but
also the organizational interplay of all nuclear power
plants in a country, or organizational structures in
which large-scale technologies are linked with politi-
cal or economic organizational structures. The orga-
nization and control of these complex linkages are
usually neither unequivocally decentralized nor cen-
tralized. Often they are hybrids attempting to unite
centralized and decentralized control approaches –
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the inherent contradictions that this causes can lead
to problems and risks.

The issue here is not one of the conventional caus-
es of risks, such as operator errors, design or equip-
ment deficiencies or failure to observe safety regula-
tions. Nor is it one of risk factors resulting from ex-
cessive size of an organization or its poor manage-
ment. Here we are rather concerned with the
fundamental characteristics of organizations that can
lead to failure, such as overcomplexity and coordina-
tion effort among interlocking organizational ele-
ments and human actors.

Within an organizational structure, there are vary-
ing degrees of complexity at the different levels of or-
ganization. At the lowest level, the elements, units
and associated actions and interrelations have rela-
tively simple structures. At the following levels, how-
ever, the degree of complexity rises continuously.The
higher the organizational level, the more complex on
the one hand are the necessary elements, units and
aggregates at that level, and, on the other hand, the
associated functional actions and interrelations with
other organizational elements and levels.

The elements, units and aggregates in the organi-
zational structure are often coupled very tightly with
each other in order to minimize frictional losses. In
such constellations, no provisions are made for lee-
way, buffers or elasticities, so that each process di-
rectly influences other processes or elements and of-
ten generates erratic consequences. An unexpected
event in the shape of an error or disturbance then in-
evitably draws in its wake further processes and
events. Their consequences can lead to chains of
events and thus to accidents or even catastrophes if
no organizational safety standards, error prevention
strategies, countermeasures, early warning systems
etc. are in place to stop the proliferation of events be-
tween the various stages of the sequence (Section E
1.1). However, as appropriate strategies for dealing
with such occurrences cannot be in place at every
point and for all situations, it is in many cases essen-
tial to have leeway, buffers and elasticities in order to
be able to cushion and deal with unexpected changes
without losing organizational stability.

Moreover, among the organizational levels, their
processes and elements, there are diverse junctions,
multiple functional linkages, feedback loops and se-
quences of complex interrelations. The processes as-
sociated with unchanging actions and relationships
are expected by the participants. Insofar, they are ev-
ident and do not entail increased susceptibility to
risk. In contrast, complex actions and relationships
that are often not expected by the participants entail
critical points at which risk potentials can be ampli-
fied. In such situations, ambiguous and indirect infor-

mation is frequently misinterpreted, thus amplifying
the problem of unexpected complexity.

E 1.3.2
The attenuation of risk potentials through
organizational structures

Just as organizational structures and their character-
istics can amplify risk potentials, if appropriate orga-
nizational efforts are made they can also attenuate
risk, thus offering high reliability in dealing with e.g.
large-scale technologies. Here the improvement of
organizational structures is just as important as tech-
nical improvements. However, it is not by strength-
ening authoritarian command structures that organi-
zational risk potentials are reduced. On the contrary,
on-site operatives must receive greater competency
to take actions and decisions. This follows from the
observation that higher-level decision makers and se-
nior managers often have a conception of real-world
processes that corresponds inadequately to reality.

The question of the optimum structure of an orga-
nization depends above all upon which organization-
al objective is pursued and how the hierarchies of re-
sponsibilities and competencies are composed that
are necessary to implement this objective. In order to
be able to answer this question, we shall distinguish
in the following between four categories of organiza-
tional structure (Perrow, 1984).

Low-complexity organizations with leeway
In organizations with low complexity and sufficiently
large leeway and buffers in operative sequences, such
as are to be found e.g. in manufacturing industry, re-
sponsibilities and decisions can be controlled both in
a centralized and decentralized fashion in order to at-
tenuate risk potentials. In these organizational struc-
tures, complexity is low, nor is it required by the or-
ganizational objective. Errors or disturbances can
thus be handled equally well by a central superordi-
nate decision-making level, or in a decentralized
fashion directly on site.

Low-complexity organizations without
leeway
For organizations with low complexity but direct in-
teractions, such as large dams, a central control of re-
sponsibilities and competencies is best suited to at-
tenuate organizational risk potentials.Almost the en-
tire decision-making process can be drawn together
at a senior management level. This is purposeful be-
cause functions and tasks always remain the same,
and organizational processes are evident and direct.
Errors and disturbances are a part of process plan-
ning from the outset. For such expected events, cen-
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tral management makes provision for countermea-
sures that are implemented by staff on site without
feedback. Due to the directly interlocking actions
and interrelations, reactions must be fast, direct and
precise in order to prevent errors cascading.

Complex organizations with leeway
In complex organizations that have leeway and
buffers and elasticities in interrelations, such as uni-
versities or ministries, responsibilities and competen-
cies should be as decentralized as possible in the in-
terests of attenuating organizational risk potentials.
The distribution of functions and tasks among a vari-
ety of posts and competencies counters the organiza-
tional risk potential inherent in complexity.When er-
rors or disturbances occur, components and equip-
ment can thus be replaced and alternative strategies
chosen without the need for prior planning. There is
sufficient leeway in the form of time, resources and
alternatives to handle disturbances and minimize im-
pacts. For this, the staff operating at the source of dis-
turbance must be in a position to analyze and assess
the situation itself, in order to then institute the ap-
propriate countermeasures.

High-complexity organizations without
leeway
For a highly complex organization with almost no
leeway or buffers in organizational interrelations,
neither a decentralized nor a central structure is ade-
quate. This is because such organizations place high-
ly disparate demands upon the handling of errors and
accidents. Immediately interlocking actions and in-
terrelations suggest a central control structure, which
permits immediate implementation of decisions. At
the same time, the high degree of complexity suggests
a decentralized structure, which is better able to cope
with unexpected events or disturbances. Decentral-
ized structures ensure a careful search for errors by
on-site personnel. Meticulously designed hybrid
forms will perform best. Here ‘subsidiarity’ needs to
be established such that most tasks are implemented
independently at the respective levels and only im-
portant central decisions are taken by higher levels of
the hierarchy.A part of this principle is that sufficient
leeway, buffers and elasticities are given in every sit-
uation and at every location.Although this is the best
possible structure for highly complex organizations, a
considerable organizational risk potential will always
remain.

The four categories illustrate that low-complexity
organizational structures are capable of controlling
and regulating themselves, as they can enhance their
structures out of their own resources. This is con-
trasted by more complex organizational structures
whose risk potential can only be reduced with major

effort. Moreover, modern society has produced high-
ly complex organizational structures that require ex-
ceedingly large organizational efforts in order to re-
duce the high risk potential. An organizational risk
potential will always remain because there is no opti-
mum structure for these highly complex organiza-
tions. Here, as elsewhere, the question of expected
societal utility and of the social acceptance of the in-
creased risk potential plays a crucial role.

E 1.3.3
High-risk technologies versus high-reliability
organizations

E 1.3.3.1
Perrow’s high-risk technologies

Charles Perrow (1984) distinguishes in his theory of
high-risk technologies four levels of complexity:
parts, units, subsystems and the system. Parts are the
lowest level, i.e. the smallest components of a system;
in the case of a large technical organization, these are
construction elements.The second level is a function-
ally interconnected structure formed of related parts,
the unit. At the third level, various units fuse to form
an aggregate, the subsystem. All subsystems join at
the uppermost level to form the overall system.What
extends beyond the overall system belongs to a pos-
sible fifth level, the system environment. Depending
upon the systemic level, the specific degree of com-
plexity entails differing risks. The direct outcomes of
risks in the event of incidents or accidents at the var-
ious levels thus have differing qualities and magni-
tudes for the system environment. Singular incidents
or accidents may trigger chain reactions (Section E
1.1).

Among the systemic levels, processes and ele-
ments, there are closely knit junctions and bifurca-
tions, functional links, feedback loops and shifts from
linear to complex interactions. Linear interactions in
organizational procedures are known, expectable
and evident. Complex interactions are unfamiliar,
unplanned and unexpected. Complexity is the first
and central category in Perrow’s analysis of organi-
zational handling of risk. In terms of interactions,
complex systems are characterized as follows:
• Close proximity among elements and system lev-

els, with linkages that are not linear, but complex,
• Numerous nonlinear links of multiple functions

among the system levels,
• Novel or unplanned feedback loops,
• Numerous, interrelated multiple controls and

points of interaction,
• Ambiguous or indirect information,



171Organizational risk amplifiers and attenuators E 1.3

• Incomplete understanding of certain procedures
and processes.

In contrast, linear systems have the following tenden-
cies:

• Spatial separation of elements and levels,
• Fixed linkages and separated subsystems,
• Few feedback loops,
• Independent controls with only one function,
• Direct information and comprehensive knowl-

edge.
Coupling is the second main dimension in Perrow’s
theory of organizations. Tight coupling means that
there is no leeway or buffering between the interact-
ing elements. The elements themselves have no elas-
tic capacity, so that every process or event affecting
one element will directly influence the processes of
another element. In contrast, where there is loose
coupling, events, disturbances or unexpected changes
can be cushioned and processed without loss of sta-
bility.Tightly coupled organizations react much more
directly, so that a string of events and reactions can
follow. Tightly coupled systems are characterized by
the following tendencies:
• Process delays are not possible,
• The process is unalterable,
• The organizational objective can only be realized

by means of one procedure or approach,
• Materials, equipment and personnel all have small

leeway,
• Buffers and redundancy are planned ahead by the

organization,
• The replacement of materials, equipment and per-

sonnel is only possible to a limited extent and af-

ter prior planning.
Loosely coupled systems exhibit the following ten-

dencies:
• Process delays are possible,
• Processes are alterable,
• Alternative procedures or approaches are possi-

ble,
• Materials, equipment and personnel are available

with more or less great leeway,
• Buffers and redundancies are available through

chance circumstances,
• Materials, equipment and personnel can be re-

placed as required.
Perrow links the dimensions of complexity and cou-
pling in order to identify the different positions of or-
ganizations in this 2-dimensional matrix. Fig. E 1.3-1
positions various organizations in such a matrix.
In Perrow’s opinion, the amplification of risks by or-
ganizational structures and systemic properties can
be summarized in terms of three determining charac-
teristics of modern large-scale organizations that
make accidents involving complex technologies al-
most inevitable: hierarchical decision-making struc-
tures, diffusion of personal responsibility and, finally,
time-consuming communication structures. Howev-
er, subsequent empirical studies have identified
structural characteristics of ‘high-reliability organiza-
tions’ specially geared to the management of the
risks of large-scale technologies. Nonetheless, these
studies, too, arrive at the conclusion that particular
organizational efforts and innovations are necessary
in order to meet the additional need for safety man-
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agement entailed by the risks of large-scale technolo-
gies (Perrow, 1984, 1992).

The risk potentials produced by tightly coupled
and highly complex organizations (Fig. E 1.3-1: top
right-hand box) remain problematic in terms of find-
ing an appropriate organizational structure for man-
aging risks. Empirical studies have shown that US
commissions responsible for regulating the nuclear
industry have indeed concerned themselves with
proposals for optimized organizational structures in
nuclear power plants. In one such case, the commis-
sion recognized that an optimum structure required
a mix of both centralized and decentralized struc-
tures. However, the introduction of decentralized
structures, for instance at the operator level, was not
compatible with the centralized overall structure of
the organization. The commission and the senior
management therefore supported a centralized
structure.

E 1.3.3.2
Rochlin’s high-reliability organizations

Which characteristics are typical for large, complex
organizations which have proved their capability to
handle complex risks? Research on ‘high-reliability
organizations’ has yielded a number of answers to
this question (Weick, 1987; Roberts and Gargano,
1990; Roberts, 1989; LaPorte and Consolini, 1991;
Rochlin, 1993; Schulman, 1993). In this perspective,
reliability is understood as a management, not a tech-
nical, property, whereby intervention, anticipation
and monitoring are the driving forces. Organizations
that strive for high reliability pay attention to the fol-
lowing issues (Rochlin, 1993):
• Errors and mistakes are omnipresent and insidi-

ous and can emerge everywhere; incessant vigi-
lance is the price of success.

• Error sources are dynamic, not static, so that mon-
itoring mechanisms themselves need to be contin-
uously renewed and re-invigorated.

• The operating environment is a permanent source
of hazard calling for continuous vigilance, even
(and particularly) at times when things would
seem to be going well (thus creating a danger of
negligence).

• The operational level needs to maintain redun-
dant problem-solving procedures and methods. It
is essential to resist pressures to resolve or ‘ratio-
nalize’ processes by introducing a sole ‘best’ solu-
tion.

• Multiple, simultaneous informal organizational
structures must be created, maintained and imple-
mented in order to adapt to contingencies (struc-
tural variations according to the nature of specific

problems).
• Both organizational commitments to anticipation

and reactive procedures and methods dealing with
real and potential problems must be in place.

• Certain organizational units must be capable of
identifying incipient or latent errors and mistakes.

• High-reliability organizations are unable or un-
willing to test the limits of reliability. Learning by
trial and error is considered secondary.

• As long as organizational resources and time are
available, self-improvement and self-regulation
should not be restricted. The marginal costs of ac-
quiring additional information as a means of con-
trolling and limiting uncertainties are thus always
cost-effective.

• Even if a complete formal analysis is available, the
task of actively searching for errors is only simpli-
fied, but not rendered redundant or diminished in
importance.

In summary, we may state that reliable organizations,
while striving for perfection, never expect to attain it.
They demand complete safety but do not expect it.
They fear surprises, but anticipate them. They speak
of reliability, but never take it for granted.

E 1.4
Economic factors

Democratically oriented political systems, particular-
ly those with a federal state structure and an eco-
nomic system oriented to market principles, can cer-
tainly exert a risk-reducing effect and also display el-
ements of long-term orientation. However, it is also
indubitable that they harbor a series of institutional
or economically relevant risk amplifiers, whose influ-
ence needs to be attenuated.

From a global perspective, institutional deficits
play a particular role here.These include the absence
of property rights to globally relevant environmental
goods or resources. The outcome of this is that no
claims can be raised for damage to property, with the
attendant danger of an overexploitation of important
resources (the ‘tragedy of the commons’).The oceans
or the Earth’s atmosphere exemplify this. In such cas-
es, solutions generally need to be found through ne-
gotiation, and prove hard to enforce. In its previous
annual report, which focused on water resources
(WBGU, 1998a), the Council has noted the implica-
tions of such institutional deficits and has submitted
proposals by which to remedy them.

Similar influences are exerted by the absence of a
global body of liability law that might permit claims
for compensation for property loss, and the still high-
ly fragmented international competition regime. The
latter particularly needs to address the question of
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Box E 1.4-1

An economic perspective on the development
of new technologies

The development of national economies is generally deter-
mined by their resource endowment and by the institutions
(understood as sets of rules) that give incentives for certain
behavior (North, 1992). Different institutional arrange-
ments produce different incentives for individuals to pro-
duce, acquire and utilize knowledge. This applies equally to
risk knowledge. Different norms and rules give different in-
centives to generate, to not generate or to reduce risks. Eco-
nomic theory basically proceeds from the assumption that
decentrality of decisions serves to attenuate risks (Hayek,
1991).This assumption is based on the notion that future de-
velopments and states of economies cannot be preordained.
Instead, only more or less plausible individual expectations
can be formed. As the individual state of knowledge, pro-
cessing capacity, will to collate and evaluate information,
risk attitude and other factors differ among individuals, a
great diversity of expectations that guide actions will be
formed. The diversity of expectations leads to such actions
being carried out whose benefits exceed their costs. In con-
trast, the more centrally developments are controlled and
the less alternatives are available, the more probable it be-
comes that pathways are taken whose (longer term) out-
comes fail to be accepted in a society, because the associat-
ed benefits are too low or the costs are too high.

Under certain circumstances, economic incentives can
lead to certain development pathways of technology devel-
opment becoming dominant over time (David, 1985;Arthur,
1989). This can be because considerable ‘sunk costs’ are as-
sociated with investments. This term refers to costs that can
only then be amortized if investments in fixed assets or hu-
man capital are utilized exclusively for a certain purpose,
namely the one originally planned. Utilization for other pur-
poses offers neither technical nor economic benefits. Such
capital will continue to be utilized even if more cost-effec-
tive alternatives are available. So-called network effects can
intensify the effects of sunk capital, but can also exert an ef-
fect of their own. A ‘network’ can be for instance a rail net-
work. Once a rail network with certain technical specifica-
tions has established itself – possibly due to chance histori-
cal processes – it becomes advantageous to expand this net-
work in the same mode, as then the benefits of a larger
network can be utilized and the costs of adaptation at inter-
faces between different networks are avoided. In a broader
sense, specific production structures can also be understood
as such a network. Once such structures have emerged –
such as relationships between feedstock suppliers, proces-
sors, equipment manufacturers, final product manufacturers,
recyclers and disposers – it becomes advantageous in many
ways for new entrants or users to adapt to the existing struc-
tures and to become a part of the existing network. This en-
larges the network and increases the future incentive to join
it.

Fig. E 1.4-1 charts the average costs of utilizing technolo-
gies 1, 2 and 3 over time t. Cost reductions shall result from
network effects. If we first only consider technologies 2 and
3, then until t2 technology 3 is the most advantageous, from
t2 – and thus from a certain network size – onwards technol-
ogy 2 is more advantageous. However, this technology may
possibly not be used because in t2 a network has been estab-
lished for technology 3 that is lacking for technology 2. In
this situation, individual demanders switching to technology

2 would incur high costs unless a large part of users switches
almost simultaneously from 3 to 2. If there are sunk costs,
even such a simultaneous switch may possibly not be prof-
itable. If it had been known from the outset how the number
of users of a network and the costs of network use would de-
velop over time, then technology 2 would have been used
from the start if it is the more cost-effective over the longer
term.There is however a lack of this information at first, be-
cause of the absence of knowledge of the concrete evolution
of the individual pathways. If, on the other hand, risks asso-
ciated with the technologies could be compensated for, such
as by a liability regime, then no special risk problems would
be associated with the choice of a certain pathway. Problems
only arise if risks cannot be compensated for or if leaving a
path once taken harbors new risks, e.g. in the environmental
sphere.

Because knowledge is only collected through experience,
it is unavoidable that developments arise which, looking
back, would better not have been realized. Such risks are
amplified if certain developments are forced from the out-
set, so that the leeway for alternatives is constrained and
new risks cannot be identified early on. Institutions thus
need to give incentives to ensure that certain processes and
products are not promoted one-sidedly, that risks can be
identified in a targeted manner through monitoring and that
no artificial incentives are given that might make it appear
advantageous to lock into certain development pathways.

With reference to Fig. E 1.4-1, this means that individual
technologies must not be given preferential treatment over
others. If for instance curve 3’ represents the actual costs of
pathway 3, then subsidization of development (3 instead of
3’) prevents technology 2 from being pursued from the very
start. If it should transpire in the course of time that high
risks are associated with path 3, then it is no longer possible
to switch to alternatives. If, in contrast, technology 3 bears its
full costs from the outset, the probability is at least higher
that alternative techniques or products are available. Rules
that permit preferential treatment of specific technologies
and products for reasons of political or bureaucratic prefer-
ences must thus be rejected as a matter of principle. The
question presents itself here as to whether instead of con-
centrating support solely on certain mainstream pathways it
might not be advantageous to also support alternatives to
these pathways.

It is not out of the question that, despite full cost alloca-
tion to each development pathway from the outset, only one
pathway is pursued, with state support, because it (suppos-
edly) offers a decisive cost benefit. It is further possible that
after a certain time only one pathway remains because oth-
ers have not proven competitive (pathway 1 in Fig. E 1.4-1).
Problems arise in this case if risks are associated with this
pathway that only become apparent in the course of time.
The later these risks are identified, the higher are the soci-
etal costs of leaving this pathway. If for instance it is realized
at time t1 that considerable risks are associated with the
pathway that push costs upwards (technology 1’ instead of
1), the costs of leaving this pathway depend upon when the
risks are discovered and upon whether at least basic experi-
ence has been collected with alternative pathways. Here in-
stitutions need to give incentives. This can be achieved by
means of liability rules for development risks incurred by
private actors, and by means of incentives to bring together
dispersed knowledge of risks realized. At the same time, the
state must commission the production of knowledge as a
collective good, e.g. knowledge on the function of ecological
systems. In many instances, it is only through bringing to-
gether collective and privately available knowledge that
risks can be perceived and assigned to certain production
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the extent to which non-consideration of certain en-
vironmental standards can be interpreted as an inad-
missible distortion of competition (WBGU, 1996).
The stipulation of rules alone generally does not suf-
fice here. It is above all important to implement them
or to determine sanction mechanisms in the event of
non-compliance.

Risks are certainly amplified by political instabili-
ty, corruption, a lack of enforcement capacity on the
part of the state and inflationary framework condi-
tions. Among most economic actors, such factors
cause short-term orientation of planning and thus an
under-valuation of long-term risks. Here it becomes
apparent how important it is to consider at the glob-
al level the constitutive principles of a market econo-
my (i.e. clear allocation of property rights, enforce-
ment of the liability principle, monetary stability and
constancy of economic policy etc.).The recent events
in Asia have shown particularly how free interna-
tional liquidity can lay bare the weaknesses of indi-
vidual national economies, and how speculative reac-
tions can then exacerbate crises.

Severe poverty also amplifies risk. The Council
pointed out in its first annual report (WBGU, 1994)
that poverty alleviation is a first important step to-
wards long-term orientation and thus towards im-
proved environmental protection and risk reduction.
Increased levels of development assistance are not
always the solution to the problem. In many cases the

prime concern must rather be to overcome corrup-
tion, tribalism, civil war and political instability.

Globalization
There is some controversy over the extent to which
globalization and internationalization of the econo-
my have a risk-amplifying effect. This is because
these concepts allow very different interpretations.
In a classic sense, the concept of globalization refers
to the geographic expansion of sales and procure-
ment markets. This generally increases competition,
which is basically to be welcomed – as long as it does
not cause a race to the bottom in environmental stan-
dards. However, in specific cases traditional sectors
find it difficult to hold their ground in competition
with the large companies of the industrialized na-
tions, with the economies of scale and well developed
distribution systems of the latter. What is more im-
portant from a risk perspective, however, is that
through the geographic spread of markets global in-
terpenetration is growing, and thus the danger of
global risk bundling. This trend is heightened if glob-
alization also leads to a homogenization of patterns
of consumption and production.This deteriorates the
resilience to crisis of economic systems, which is ulti-
mately based upon heterogeneity and regionality,
and effectively calls for a homogenization of the reg-
ulatory framework within which economic actors op-
erate.

processes or products. Furthermore, as stated above, even if
a pathway that initially appeared the most advantageous
transpires in the course of time to be an error, the transition
to other pathways is facilitated if at least in the early phase
of pathway development alternatives were researched and
tested for a temporary period. Institutions that block market
access are just as harmful here as institutions that create tar-
geted political-administrative incentives to use existing
products and production processes.
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Internationalization
The process of internationalization is often equated
with that of globalization. However, the two should
be distinguished, as internationalization is rather de-
fined in terms of property rights. Internationalization
is then equated with an international spread of large
companies, generally through the purchase of prop-
erty rights to foreign production facilities or through
own investment activity. This entails both opportuni-
ties and risks. Positive developments result if a trans-
fer of capital and technology occurs, and if multina-
tional corporations observe certain minimum envi-
ronmental standards, be it for image reasons alone.
Problems can arise if technology transfer leads to the
selective dissemination of certain technology lines
Box E 1.4-1). This can intensify a risk amplifying
process resulting from the temporary dominance of
certain technology pathways. Switching from one
technology pathway to another often entails very
high costs. Due to their capital intensity or the bene-
fits of large-scale production that have in the mean-
time been exploited, decisions taken in the past de-
termine the present and hamper a shift to technology
pathways entailing lower risk. The problem also has
political relevance insofar as it is exceedingly difficult
to recognize in good time windows of opportunity
(bifurcation points), i.e. points at which alternative
pathways can or should be taken.



Specific vulnerabilities of regions and social groupsE 2

E 2.1
Factors influencing the probability and magnitude
of damage

The probability of the risks of global change occur-
ring and their possible magnitude of damage depend
greatly upon which country and which social groups
are affected.
1. Magnitude of damage. Climate risks, for example,

are amplified considerably by the capabilities of
the countries concerned and the vulnerabilities of
the people affected. Droughts and floods (Cy-
clops-type risks) caused by climate change cost far
more human lives in Africa than in the USA. Even
within Europe, such disparities are distinct: the re-
cent flooding of the Oder river caused less damage
on the infrastructurally better equipped German
side than it did in Poland (Section D 7). Around
the same time, rivers flooded in China, too. Here
there were almost 800 deaths, 50,000 houses were
destroyed and 3,700 km2 arable land inundated,
with the consequence that some 30,000 t cereals
were destroyed (Koschnick, 1997).
For health risks (infectious diseases are a Pythia-
type risk), too, the magnitude of damage depends
upon the capabilities of states and the vulnerabili-
ties of people. While hepatitis B, tuberculosis or
malaria can be healed in many cases in industrial-
ized countries, for people in developing countries
the same diseases often mean a death sentence.
Chemical risks such as accidents in chemical in-
dustry (Bhopal; a Damocles-type risk) can also
have disparate impacts: in developing countries,
the poor mostly live in densely populated favelas
or other blighted urban settlements, which are of-
ten located close to industrial facilities and heavi-
ly trafficked roads, in particularly smog-polluted
areas or along malaria-ridden and highly polluted
river branches. Much the same can be said of the
magnitude of damage associated with natural risks
such as earthquakes (Damocles-type risks); in al-
most all cases, regionally specific capabilities and
vulnerability specific to social groups determine

the magnitude of damage and thus the effective
risk.

2. Probability of occurrence. This, too, is determined
substantially by factors specific to regions and so-
cial groups.This is particularly so for technological
risks. Accidents in chemical industry such as in
Bhopal or related to the use of nuclear energy
such as in Chernobyl are not impossible in the
comparatively wealthy industrialized countries,
but do have a lower probability of occurrence than
in India or in Ukraine due to the greater capabili-
ties, such as a more effective regulatory system.
The poorer capabilities and high vulnerability of
people in developing countries also lead to an in-
creased probability of occurrence for health risks
(Section E 3.1).
An examination of the capabilities and vulnerabil-
ities of states and specific social groups is an indis-
pensable part of every risk analysis. The risks of
global change imply a North-South gradient of
risk distribution that is an inverse function of risk
responsibility. This poses a considerable challenge
to the scientific analysis and evaluation of global
risks. The goal of global risk minimization policy
must be to reduce both magnitudes and probabil-
ities with due regard to their regional and social
group specific amplifiers. We focus here on pover-
ty because the Council takes the view that prime
importance attaches to this among all other fac-
tors of vulnerability.

E 2.2
Correlates of vulnerability to global change risks

E 2.2.1 
Absolute poverty, growing global social
disparities and environmental criticality

Absolute poverty
Absolute poverty is a crucial factor for the vulnera-
bility of both societies and individuals. The German
Ministry for Economic Cooperation and Develop-
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ment (BMZ, 1997) has termed poverty as one of the
risks that is transboundary in nature and has
emerged as a global hazard. But absolute poverty is
not yet eliminated, despite the economic growth ex-
perienced by many developing countries (UNDP,
1997). Although for many people the changes that
have happened over recent decades have indeed
opened up new opportunities, these changes have of-
ten also produced hazards and risks that have nulli-
fied the successes made in the past in alleviating
poverty.Thus the Human Development Index (HDI;
Box E 2.2-1), by which the UN attempts to measure
the quality of life and which has risen steadily since
its introduction in 1990, dropped again for the first
time in 1997 in 30 countries (UNDP, 1997).

Income-poverty also remains widespread. In de-
veloping countries, the number of people who com-
mand less than US-$ 1 per day and therefore live in
‘income-poverty’ according to the definition of the
World Bank rose between 1987 and 1993 from 1.2 to
1.3 billion people. In the terms of this definition,
poverty is most widespread in sub-Saharan Africa
(266 out of 590 million people) and in South Asia
(515 million out of a total of 1.3 billion people) with
ratios of 45% and, respectively, 40% of the popula-
tion. Overall, income-poverty is concentrated in rur-
al areas. The famine riots in Indonesia that occurred
in early 1998 during the Asian economic crisis high-
light how suddenly poor segments of the population
can become exposed to existential threats.

In other key fields of human development, too, the
situation remains critical despite all progress. In the
developing countries alone, more than 1 billion peo-
ple live in inadequate housing. The United Nations
Development Programme (UNDP) estimates that at
least 600 million people live in housing that poses a
hazard to health and life (a Pythia-type risk). World-
wide, some 100 million people are homeless, and the
figure is rising. In industrialized countries, too, home-
lessness is on the increase. In New York almost
250,000 people live on the streets – this is more than
3% of that city’s population (UNDP, 1997).

Although health services have improved consider-
ably over the past decades, some 17 million people
continue to die every year in the developing coun-
tries from curable infectious and parasitic diseases.

Ninety percent of all HIV-infected people (out of a
total of approximately 23 million) live in the devel-
oping countries. Poor people are more vulnerable to
environmental changes: to sustain their livelihoods,
they are particularly dependent upon the utilization
of natural resources such as water or soils (WBGU,
1995a, 1998a).

Almost all empirical studies of the risks posed to
the livelihoods of vulnerable groups in developing
countries have shown that the position of women is
particularly precarious. Women not only perform an
increasing proportion of productive and reproduc-
tive work (‘feminization of work’), but are in most
contexts also responsible for utilizing common prop-
erty, which has proven to be an important strategy in
coping with crises. In this connection, the Council
welcomes and confirms the concept for development
policy of the German Ministry for Economic Coop-
eration and Development with regard to women in
development (BMZ, 1997). Greater consideration
needs to be given in development cooperation activ-
ities to the role of women in sustaining the liveli-
hoods of vulnerable groups, but without thus placing
new burdens of labor upon them.The same applies to
the access of the poor to natural resources, which are
traditionally common property.

Social disparities at the global scale
Heightening global disparities at the global scale are
leading in many cases to an uneven distribution of
the risks of global change, particularly in terms of
magnitude of damage. This is illustrated by the regu-
lar differences in magnitudes of droughts, flooding or
epidemics between industrialized and developing
countries.

Regarding the development of global social dis-
parities, recent UN reports show that progress in
poverty alleviation has been substantial overall since
the beginning of the 20th century, but that this has
been distributed very unevenly. Moreover, income-
related global disparities have continued to grow: the
share of the poorest fifth of the world’s population in
global income has dropped to 1.1%, a figure that was
still 1.4% in 1991 and 2.3% in 1960 (Table E 2.2-1).
This trend appears to continue. The gap between the
income share of the richest 20% and the poorest 20%

Box E 2.2-1

The Human Development Index 

The Human Development Index (HDI) combines three cat-
egories of basic variables (for a critique: Nuscheler, 1997):
• Longevity, measured as average life expectancy at birth,

• Educational attainment, measured by the weighted com-
bination of adult literacy (2⁄3) and the total school enroll-
ment rate at the primary, secondary and tertiary levels
(1⁄3), and 

• Standard of living, measured as per capita GDP in real
terms and expressed as purchasing power parity (PPP) in
US-$.
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of the world’s population is ever widening: in 1960, its
ratio was 30:1, in 1991 it was 61:1 and in 1994 it
reached its highest recorded value of 78:1 (Table E
2.2-1).

While in 1965 the average income of the G-7 coun-
tries was ‘only’ 20 times higher than that of the seven
poorest countries, by 1995 it was already 39 times
higher.While the economies of a number of develop-
ing countries grew faster than those of the industrial-
ized countries, this did not reduce absolute income
disparities. Average per capita income in Latin
America fell from 1⁄3  of that of industrialized coun-
tries in the 1970s to 1⁄4 today. In Africa, average per
capita income is now only 7% of that of industrial-
ized countries. Only the growing economies in South-
East Asia succeeded, at least until the Asian crisis of
1997, in reducing the income gradient to the industri-
alized countries, or at least in preventing it from
growing (UNCTAD, 1997).

The average income of states or population
groups is by no means the only indicator of their vul-
nerability to the risks of global change. In the opinion
of the Council, the degree of ‘human development’ is
more informative. This is viewed by the United Na-
tions Development Programme (UNDP) as an ex-
pression of the opportunities for choice available to
people in three fundamental dimensions, namely:
• Leading a long life,
• Attaining knowledge, and 
• Having access to resources for a decent standard

of living.
Taking such categories into consideration permits a
more differentiated picture than the simple compar-
ison of per-capita income (Table E 2.2-2). Thus the
North-South gradient has indeed been reduced in
relative terms in some areas, such as in health care, in
food supply and in drinking water (Section E 3.2).At
the same time, however, disparities between North
and South have grown in communication, research
and education. It is obvious that this greatly weakens
the capacity of developing countries to manage and
cope with the risks of global change. Even today, de-
veloping countries are endangered to a particular de-
gree by growing environmental stresses such as de-
forestation, long periods of drought, soil degradation,

soil erosion and dwindling surface water and ground-
water resources (UNDP, 1997).

The Council is thus of the opinion that promoting
the livelihood security of vulnerable groups and pro-
moting their potentials for self-help must be a part of
global risk prevention policy. Central areas of con-
cern here are the informal and traditional livelihood
systems (moral economy), which are increasingly los-
ing influence under the most varied economic, social
and political pressures. At the same time it is clear
that formal security systems that might support the
livelihood security of vulnerable groups are only be-
ing created to an inadequate extent.

Rather, it is becoming apparent that such security
systems are being dismantled under the influence of
global change.The recommendation of the Council is
to carefully but perseveringly establish formal securi-
ty systems for vulnerable groups, while at the same
time ensuring that this does not jeopardize the still
existing traditional or informal security systems. Such
new livelihood security systems could consist of a mix
of public and private-self-help oriented elements.

Social disparities within countries
In general, socio-economic disparities are far larger
within developing countries than they are within in-
dustrialized countries. Numerous developing coun-
tries – notably in Africa – continue to be in econom-
ic and political crisis; here vulnerability to numerous
risks of global change is particularly large. However,
socio-economic disparities alone do not lead to high-
er susceptibility to environmental risks; what is deci-
sive here is above all the proportion of people living
in absolute poverty. If rising disparities are associat-
ed with rising rates of absolute poverty, then the
number of vulnerable people grows. Income dispari-
ties, in contrast, only show how risk management po-
tentials and risk exposure (for instance through dif-
fering levels of health care, differences in housing,
food supply or safety nets through insurance sys-
tems) are distributed within a society. The growing
socio-economic disparities among countries are ac-
companied by a growing intrastate polarization of in-
come distribution and opportunities in life. UNC-
TAD’s 1997 Trade and Development Report shows

Year Percent of global income

Poorest 20% Richest 20% Richest: Poorest Gini coefficient

1960 2.3 70.2 30 : 1 0.69

1970 2.3 73.9 32 : 1 0.71

1980 1.7 76.3 45 : 1 0.79

1989 1.4 82.7 59 : 1 0.87

1994 1.1 86.0 78 : 1 –

Table E 2.2-1
Global income disparities,
1960–1994.
Source: UNDP, 1992, 1997
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that in almost all countries the income share of the
richest fifth of the population has risen since the ear-
ly 1980s, whereby in many cases a reversal of the
post-war trend has occurred. In most developing
countries, the upper fifth commands over more than
half of the national income. The poorest fifth of the
population, which is generally most vulnerable to
risks, remains disadvantaged. In many countries the
poorest 20% of the population earns on average ten
times less than the richest 20%.

Another measure of income distribution express-
es the shares in total income of three segments of the
population: the richest 20%, the middle 40% and the
poorest 40%. In most industrialized countries, in-
come distribution follows a 40:40:20 pattern, i.e. the
richest 20% of the population commands over about
40% of the total income, the middle 40% over a com-
mensurate proportion of income and the poorest
40% over 20% of total national income. In an inter-
national perspective, societies with such a structure
are considered countries with a relatively low degree
of inequality (UNCTAD, 1997).

There are only few developing countries in which
income is distributed according to the 40:40:20 pat-
tern. These include Taiwan, South Korea and Nepal
(UNCTAD, 1997). The other developing countries
are rather characterized by an extremely uneven dis-
tribution of income. Some of these are still counted
as belonging to an ‘intermediate’ category, in which
the richest 20% commands over half of total income.
In other developing countries, income is rather dis-
tributed according to a 60:30:10 pattern.

Environmental criticality as a risk amplifier
Regional risk vulnerability varies not only according
to socio-economic disposition, but also according to
ecological endowment, i.e. regions have a specific
‘environmental criticality’. Environmental criticality
refers to a situation in which the quality of life (in-
come, GNP, health, food, freshwater supply etc.) is at
risk due to environmental changes. Environmental
criticality is a function of the speed and intensity of
environmental changes, the vulnerability of people
affected and their coping potentials. Kasperson et al.
(1995) give an overview.

Table E 2.2-2
North-South disparities of opportunities in life, 1960–1990.
Source: UNDP, 1992

North South Absolute 
disparities

1960 1990 1960 1990 1960 1990

DECREASING DISPARITIES

Life expectancy [years] 69.0 74.5 46.2 62.8 22.8 11.7

Adult
literacy [%] 95 97 46 64 49 33

Food supply [daily calorie
supply in % of requirement] 124 134 90 109 34 25

Infant mortality
[per 1,000 live births] 37 13 150 74 123 61

Child mortality 
[per 1,000 live births] 46 18 233 112 187 94

Access to clean water
[% of population] 100 100 40 68 60 32

RISING DISPARITIES

Average duration of
schooling [years] 9.1 10.0 3.5 3.7 5.6 6.3

University training,
enrollments [%] 18 37 3 8 15 29

Scientists and technicians
[per 1,000 people] 51 81 6 9 45 72

Expenditures for research
and development [US-$ billion] 196 434 13 18 183 416

Telephones [per 1,000 people] 130 466 9 26 121 440

Radios [per 1,000 people] 449 1,008 32 173 417 835
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As a rule, regions with high criticality do not
emerge from one day to the next.The environmental
criticality of a region can therefore be described in
stages. The two decisive attributes here are the re-
generative capacity of the ecosystem and the buffer-
ing or adjustment costs incurred by the societies af-
fected. Sustainable regions are characterized by high
ecological regenerative capacity and low buffering or
adjustment costs. In the cascade movement from an
impoverished over an endangered and finally to a
critical state, this is gradually reversed (Kasperson et
al., 1995; Turner et al., 1995). In an impoverished re-
gion, the quality of life of the people living there is
threatened over the medium or long term by envi-
ronmental changes. A region is endangered if a stage
of environmental degradation has been reached in
which such a situation is expected in the near future
(at the latest in the next generation). In the critical
state, a deterioration of quality of life must already
be tolerated due to environmental degradation. In
such regions, the risks of global change can have par-
ticularly severe impacts due to the expected cumula-
tive effects. Among regions with high environmental
criticality, Kasperson et al. (1995) discuss Amazonia,
the Aral Sea basin, the middle mountains of Nepal,
Kenya’s Ukambani region, the Mexico Basin, the Or-
dos Plateau of China, and the eastern Sundaland re-
gion of South-East Asia (Kalimantan, Sumatra,
Java).

An IPCC special report (IPCC, 1998) has set out
the expected region-specific impacts of climate
change (Section D 6, Pythia-type risk) upon ecosys-
tems and societies for all world regions. Here Africa
is identified as the continent most vulnerable to cli-
mate change, due to its climatic and socio-economic
disposition (e.g. dependence upon rain-fed farming
and the general importance of agriculture). In terms
of environmental criticality, possible amplification
effects between drought risks and climate change
play a decisive role (IPCC, 1995). Environmental
criticality has a particularly severe risk-amplifying ef-
fect where environmental changes overlap, such as
biodiversity loss, soil degradation and freshwater
scarcity.

Despite work already done in this field, such as the
development of a freshwater criticality index
(WBGU, 1998a), a global overview of environmental
criticality yet needs to be provided. This could pro-
ceed by superimposing world maps of soil degrada-
tion, freshwater contamination or scarcity, air pollu-
tion and UV-B radiation exposure, then further con-
sidering the potentially affected people, their specif-
ic vulnerability and socio-economic management
potentials. The most frequent and most critical inter-
sections could then be identified. Here the Council
sees a need for further research, in particular to im-

prove the knowledge of the resilience or adaptability
of ecosystems and societies.

E 2.2.2 
Forms and determinants of vulnerability

Which factors render people or certain regions par-
ticularly susceptible to the developments described
above? What aggravates the vulnerability of certain
social groups or regions and how does this intensify
the risks of global change?

E 2.2.2.1 
Determinants of rural vulnerability

Generally those people are most vulnerable to the
risks of global change who are already among the
poorest in a society. In developing countries, this ap-
plies particularly to those who live off marginal agri-
cultural soils and who are confronted with continuing
degradation of their environment and crop failures
caused by drought and flood risks. The floods in So-
malia (Cyclops-type risk) in November 1997 exem-
plify this. Even very conservative estimates suggest
that half of the poorest people of the world live on
such marginal agricultural soils – totaling more than
500 million people, located mainly in the Sahel zone
of Africa, the mountain regions of the Andes or in the
Himalayas.The livelihoods of all these people are di-
rectly and acutely threatened by the continuing
degradation of natural resources (UNDP, 1997). The
ecosystems of these areas are also highly vulnerable.
Their soils are at risk of erosion, and rainfall has ma-
jor seasonality and annual variability.These areas are
often remote, without road connections to markets
or infrastructure.

Worldwide, Chambers (1997) distinguishes be-
tween three types of agriculture. These types have
different vulnerability to the risks of global change.
In addition to the ‘first agriculture’ (with high techni-
cal inputs in the industrialized countries) and ‘second
agriculture’ (in green revolution regions in develop-
ing countries) there is a ‘third agriculture’. This is
complex and diverse, and, due to its low degree of
mechanization, crucially important to the rural poor,
as it remains financeable and manageable. Nonethe-
less, it is particularly vulnerable to global risks. Esti-
mates indicate that 1.9 to 2.2 billion people live off
the produce of this third agriculture (Pretty, 1995).
Despite this, its importance has been underestimated
until now and little is known about its functional
structure.The third agriculture is of particular impor-
tance for a global risk minimization strategy, for it
currently provides the majority of the poorest and
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most vulnerable groups of the world with food. Fur-
thermore, it is the only form of arable farming that
still offers a potential for doubling and trebling pro-
ductivity with little or no external inputs.

How can we identify those regions in which agri-
culture is particularly vulnerable to global risks but
also particularly important to the livelihoods of poor
people? There are five prime determinants:
1. Low and stagnating production. In most of the vul-

nerable agricultural regions of the world, agricul-
tural productivity growth is equaled or out-
stripped by population growth.This applies partic-
ularly to sub-Saharan Africa, where between 1974
and 1990 food imports rose by 185%, food aid
even by 295% (UNDP, 1997). In addition to popu-
lation growth and environmental degradation,
food insecurity is aggravated by the political insta-
bility of many countries, widespread corruption
and ethnic conflicts.This is further exacerbated by
historical misappropriations, such as the conse-
quences of many decades of central planning in
Mozambique. Insofar, low agricultural productivi-
ty in conjunction with population growth and po-
litical instability leads to a downward spiral of
poverty and risk vulnerability.

2. Growing claims upon common property resources
(CPRs). Particularly the poorest families in mar-
ginal agricultural areas such as arid regions or
mountain zones depend greatly upon the use of
natural resources that are common property.
Many sustain their livelihoods through access to
communal forests and pastures, where they not
only collect fuelwood and graze their animals, but
also harvest wild fruit and medicinal herbs. In In-
dia, studies have shown that the poorest families
meet up to 25% of their needs through these re-
sources (Beck, 1995). Population growth in con-
junction with the above-mentioned problem of
low and stagnating agricultural production is plac-
ing ever greater stresses upon these natural re-
serves. This further aggravates the insecurity of
precisely the most vulnerable groups. Moreover,
state policies (such as forestry legislation, nature
conservation) often deny vulnerable groups their
former access to such resources, thus further con-
tributing to their vulnerability to global risks.

3. Variability of natural processes and natural disas-
ters. Major and partly growing seasonal and inter-
annual fluctuations in rainfall constitute severe
risks for the poor. This variability increases stress-
es upon natural resources, e.g. through drought,
which leads to increased erosion and diminished
surface water and groundwater stocks. Global
warming (the climate risk) will most probably lead
to increased weather fluctuations and imponder-
abilities, thus aggravating the danger of famine,

particularly in Africa.
4. Weakening systems of livelihood security. The dis-

solution of traditional systems of livelihood secu-
rity, which are also discussed under the heading of
‘moral economy’ (Thompson quoted in Beck,
1995), is a particularly severe source of vulnerabil-
ity for risk-prone groups. If networks of mutual
support are weakened, new forms of risk emerge
for vulnerable groups (women, children and the
elderly) in the event of crop failures or disease.
What makes this process so fatal is that tradition-
al systems have generally not (yet) been replaced
by new, modern forms of social security. It is par-
ticularly in times of crisis that traditional rights are
often no longer maintained. Conflicts arise that
are generally resolved in favor of the less vulnera-
ble groups, and economic crises often lead house-
holds to abandon the principle of mutual support.

5. Increasing market pressures upon resources. Eco-
nomic development is always also associated with
the advance of markets.This is leading in many de-
veloping countries to natural resources that were
previously common property being increasingly
privatized and utilized by market forces. Ground-
water is particularly important in this connection.
This resource was formerly available to all village
inhabitants through traditional wells. In many
semiarid regions of the world, it is now increasing-
ly being extracted through deep wells. These can
generally only be used by means of motor-driven
pumps, which only the wealthy farmers possess.
Groundwater markets emerge that can greatly ex-
acerbate the harvest and productivity risk for vul-
nerable groups – at least for the interim and as a
side effect of an evolution that is probably positive
over the long term.

This discussion shows that it is above all the small
farmers and the landless in the marginal agricultural
regions of the world whose livelihoods are exposed
to particular existential risks. Geographically, these
are the arid regions of the Earth, which are exposed
to severe drought risks (Cyclops-type risks), the
semiarid regions, in which seasonality presents par-
ticular problems for agricultural activities, and final-
ly the high mountain regions of the Earth, where the
great height differences, the tortuous terrain and the
hazards of erosion, earth slides and seasonality lead
to existential risks for small farmers and pastoralists.
The conclusion to be drawn from this is that policies
must focus more strongly on the problems of pover-
ty in the marginal ecological zones of the world
(UNDP, 1997). The yields of the traditional crops of
these regions have risen only very slightly over the
past 20 years, while the green revolution regions have
been able to achieve spectacular rises in production.
A ‘second green revolution’ is thus called for.This ne-
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cessitates research on the sustainable development
of marginal agricultural soils. This is an important
recommendation of the Council with respect to agri-
cultural research and rural development practice
aimed at safeguarding the basis for livelihoods of
marginal groups. However, the so-called second
green revolution for poor farmers on marginal soils
should by no means replicate the ‘first green revolu-
tion’.

E 2.2.2.2
Determinants of urban vulnerability

While the proportion of the population living below
the poverty line is generally lower in cities than it is
in rural areas, it is nonetheless considerable. In Africa
this proportion averages 29%, in Latin America 32%
and in Asia (without China) 34% (UNCHS, 1996).
Worldwide, some 330 million people in cities live in
poverty. This group suffers above-average exposure
to the risks of global change, both in terms of the
magnitude of damage and, in some cases, the proba-
bility of occurrence.These people are generally com-
pletely exposed to the typical urban problems such as
air pollution, noise or inadequate hygiene (Cyclops-
type risks). The following factors contribute particu-
larly to risk vulnerability in conurbations:
1. High population density and population growth.

Conurbations and regions with high population
densities and growth are always more susceptible
to risk than sparsely populated areas. One and the
same event, such as a Chernobyl-type disaster or
the outbreak of an epidemic, will cause a quite dif-
ferent magnitude of damage, depending upon
population density. Continuing urbanization and
the emergence of ‘megacities’ is thus leading to
rising local risk potentials.

2. Urbanization rates in coastal zones. The rate of ur-
banization is particularly high in coastal zones;
about half of humanity now already lives in a
coastal zone. Seventeen of the 25 cities with more
than 10 million inhabitants are located on the
coast. By the year 2010, some 320 million people
will live in such coastal cities (Timmermann and
White, 1997). Due to the anticipated sea-level rise,
increasing weather extremes caused by climate
change, rising salinization of groundwater caused
by sea-water entry and changing groundwater lev-
els (a rise endangers built structures, a drop en-
dangers drinking water supply) urbanized coastal
regions will emerge as the more risk-prone regions
of the Earth. This applies particularly to develop-
ing countries and small island states.

3. Lack of or inadequate social security systems. Rur-
al-to-urban migration is often associated with the

loss of traditional social security systems, which
are generally not replaced by other private or pub-
lic systems. This weakens the capacity to mitigate
the probabilities and magnitudes of damage asso-
ciated with global risks such as natural disasters or
chemical risks.

4. Favela formation. Unsolved development prob-
lems, particularly those in the rural areas of devel-
oping countries, are often reflected in the emer-
gence of favelas and slums without adequate pub-
lic infrastructure. This partitioning within cities
also leads to a partitioning of risk potentials. Clus-
tering of infectious diseases and high infant mor-
tality are typical manifestations of this develop-
ment.

5. Deficiencies in urban planning and infrastructure.
In developing countries, urban planning, adminis-
tration and infrastructure are mostly not able to
provide basic services to all urban inhabitants.The
supply of electricity, drinking water or wastewater
disposal services is generally concentrated upon a
few districts of the city. A substantial part of the
urban inhabitants who gain their living in the in-
formal sector is forced to be self-reliant. Due to
these infrastructural and organizational deficits,
urban inhabitants are more vulnerable to risk in
developing countries than they are in industrial-
ized countries.

E 2.3
Individual strategies for reducing social
vulnerability

E 2.3.1
Individual assets for coping with the risks of
global change

Against the background of the growing existential
risks associated with global change and the particular
role of social amplifiers, individuals, households and
communities need to develop strategies by which to
make themselves less vulnerable to these risks. The
decisive aspect here is the capabilities of people to
defend their livelihoods and to recognize and exploit
opportunities to strengthen their resilience. In the so-
cial sciences, the concept of ‘assets’ has been devel-
oped in this connection (Swift, 1989; Chambers, 1997;
UNDP, 1997). These assets are essential or helpful to
an individual, a household or a group to master exis-
tential risks – i.e. to reduce the probability and mag-
nitude of damage as far as possible – and thus to sus-
tain their livelihoods.A variety of types of assets have
been identified. Taken together, these are decisive
factors in risk prevention (UNDP, 1997):
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1. Economic assets. These include tangible assets
such as arable land, livestock, housing, money and
others. In developing countries, land has a key
role, as it is in many ways the precondition to oth-
er economic assets. However, about 1⁄4 of the rural
poor are landless or have insecure tenure.

2. Social and political assets. These include the capa-
bility of people to utilize relationships to other
people in order to buffer risks, for instance in the
event of economic crisis or disease. In difficult
times usually the support of relatives or other
members of the community is sought first. But also
the access to possible assistance by institutions
and authorities is a part of social capital. Political
assets further comprise what is known as ‘empow-
erment’. This includes the possibilities of the poor
to articulate politically their needs and problems,
and the possibilities of political participation.

3. Ecological assets. To maintain their health and
gain a living, people are dependent upon natural
resources. These include common property re-
sources, which function as a reserve, particularly in
times of crisis.

4. Infrastructural assets. Access to clean drinking wa-
ter, to schools, hospitals and other social services is
an essential factor of livelihood security.

5. Personal assets. One of the most important assets
is good health and thus the capacity to work and
procure income. Personal assets also include skills
and abilities. Time is a further important asset of
vulnerable groups that should not be forgotten. If,
for example, a large part of working time must be
spent to collect fuelwood or for the procurement
or marketing of agricultural produce, then little
time remains for activities such as tending to chil-
dren, the sick and the elderly.

E 2.3.2
Exposure and coping

Vulnerability can be described as the exposure of an
individual or a household to sudden events or stress
and the difficulties in coping with this. Vulnerability
has two sides: the external side of shocks, stress and
risk and the internal side of defenselessness, meaning
a lack of means to cope without damaging loss
(Chambers, 1989). This points to three fundamental
dimensions of vulnerability: the risk of being exposed
to a stress situation (probability of occurrence); the
risk of not being able to respond to a stress event with
suitable coping strategies (risk modulators); and the
risk that the stress has severe consequences upon the
population groups and regions affected (extent of
damage).To gain a more precise understanding of so-
cial vulnerability, it is necessary to analyze carefully

the structure of poverty (Swift, 1989). In addition to
economic criteria, this means identifying the position
of a person, a household or a group in the societal
context, i.e. considering the social, cultural and polit-
ical dimensions.

The concept of vulnerability has recently gained
prominence in risk research in the social sciences
(Kasperson et al., 1995) and specifically in hunger re-
search (Downing, 1991;Watts and Bohle, 1993a).Var-
ious individual studies (Pryer, 1990; Downing, 1993;
Bohle et al., 1994; Kasperson et al., 1995) have shown
that vulnerability – as a complex ecological, socio-
cultural and political-economic concept – is very
much better suited than, for instance, poverty or in-
come criteria to identifying and explaining the spe-
cific life risk of individuals, households and social
groups and their susceptibility to risks (Box E 1.2-3).

First approaches towards theoretically underpin-
ning the vulnerability concept have been developed,
focusing on issues of risk exposure, coping strategies
and consequential damage. The causal mechanisms
of vulnerability have been analyzed from three per-
spectives (Bohle et al., 1994): human ecology, entitle-
ments and political economy (Fig. E 2.3-1).

The human ecology perspective concentrates on
people-environment interactions. This is a matter of
how, on the one hand, a society approaches its physi-
cal environment and experiences specific environ-
mental risks (e.g. drought risks). On the other hand,
the natural environment has considerable impacts
upon the structure and reproduction of a society. Hu-
man ecology is thus an approach that addresses both
the environmental risks faced by vulnerable groups
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and the ‘quality’ of the resources available to them
(Bohle, 1994).

In an entitlements perspective, a hunger crisis, for
example, is not explained by a lack of food supply but
above all by a lack of possibilities to express demand.
Such entitlements go beyond the purely economic as-
pects such as the presence of mediums of exchange
with which basic commodities can be purchased, in-
cluding also socio-politically (e.g. enforceability of
basic rights) and culturally mediated (e.g. mutual vil-
lage support networks or caste membership) entitle-
ments.

The political economy perspective asks how enti-
tlements are determined by the political-economic
macrostructure of a society. This is a matter both of
the opportunities of vulnerable groups to participate,

and of nation-state conflicts and crises or poor gov-
ernance.

In the theoretical model of social vulnerability, the
areas of overlap between the explanatory approach-
es highlight the interplay of individual determinants
of social vulnerability, e.g. when population growth
and environmental degradation on the one hand and
a specific set of use rights on the other hand meet in
a particular risk situation (e.g. drought; Fig. E 2.3-1).

However, if we look closer we find that this con-
cept essentially only addresses the first dimension of
vulnerability, namely exposure to risks, the ‘external’
side. It gives too little attention to the coping capa-
bilities of those affected, the ‘internal’ side. This can
be captured by using the concept of assets described
above. We therefore depict the dual structure of vul-
nerability with two mirrored triangles, the one repre-
senting the external side of vulnerability as charac-
terized by human ecology, entitlements and political
economy, the other representing the internal side
with the various dimensions of possible assets for
coping with risks (Fig. E 2.3-2). Only the integrative
consideration of the two realms of vulnerability de-
livers a comprehensive understanding of risk expo-
sure and coping potentials.

E 2.3.3
Enhancing the coping capacities of vulnerable
groups

With the question “Whose reality counts?”, Cham-
bers (1997) provoked a fundamental debate on the
realities of life of vulnerable groups in ecologically
susceptible regions. He pleads for a perspective from
below, informed by the experiences of marginal
groups in dealing with risks. Such a perspective con-
centrates on the local ecological and cultural context,
the complexity of risk reduction strategies, the huge
diversity of actions and reactions, the ever new dy-
namic adaptability and the unpredictability of the
livelihoods of vulnerable groups. In this analysis,
livelihoods and risk reduction are based on three pil-
lars: tangible assets, intangible assets and specific risk
reduction strategies. The prime characteristics of
livelihood activities and risk prevention are complex-
ity and diversity. There are above all three reasons
(Chambers, 1997) for such complexity and diversity.
The first reason is to safeguard the basis for liveli-
hoods, by influencing gains of food, income and oth-
er resources in number, size and distribution such
that making a living is sustained as a whole, no sea-
sonal deficits occur and food and income are as di-
verse as possible.A second reason is the desire for se-
curity, using strategies that stabilize the livelihood
and permit its sustainable security. This includes at-
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tempts to cushion livelihoods against external shocks
and failures such as drought risks (Pilardeaux and
Schulz-Baldes, 1998) or crop failures. A third reason
is the desire for intangible values. Livelihood com-
plexity and diversity can reduce dependence upon
external forces, can strengthen the capabilities of the
vulnerable household, can also have a liberating ef-
fect and confer self-respect, and serve in general to
enhance well-being. This includes the diversity of
available food, and of activities such as celebrations,
visits and games, which are often very important for
the social reality of vulnerable groups in marginal ar-
eas.

These risk reduction strategies suggest a reference
framework for development assistance measures. In-
creasing the complexity and diversity of livelihoods
and thus also of risk-reducing activities would appear
to generally extend the leeway for action available to
vulnerable groups. The prospects of success rise with
the capacity of vulnerable groups to pursue their own
preferences.This calls for a reorientation of relations
between development experts and their clientele.
Chambers (1997) summarizes this perspective under
the catchwords of decentralization, democratization,
diversity and dynamics. This new paradigm indu-
bitably entails a reorientation of past development
practices in many ways. These concepts offer numer-
ous points at which development officials, politicians
and academics should address the issues surrounding
social group specific risk minimization.

There is a fundamental need to create a system of
indicators for regional and social group specific risk
exposure at various levels of analysis. The systematic
analysis of the determinants of coping in the context
of the livelihood strategies of vulnerable groups has
led to the concept of assets with their various dimen-
sions. On this basis, we might construct a mirror im-
age identifying the main risk factors that jeopardize
livelihoods. As these risk factors can vary depending
upon the level of analysis, it is recommendable to
structure such a system of indicators according to the
individual, household and group dimensions.

The Council is further of the opinion that there is
a need for renewed efforts to develop risk mapping
at various scales. The development of such maps that
visualize the risks to livelihoods on the basis of indi-
cators has not yet moved beyond a rudimentary
stage. Such maps exist as yet solely for the risk of
famine. First attempts at risk mapping have been put
forward at the global level and the country level.The
first map indicating vulnerability to famines (Cy-
clops-type risk) at the global level was created by
Downing (1992). For 172 countries, he constructed
three indicators from World Bank statistics and
linked them to form a food security index (Downing,
1992; Bohle, 1994). This index integrates the dimen-

sions of food supply, purchasing power and health
status.At the country level, three relief organizations
have carried out pioneering work in the field of risk
mapping: the UN World Food Programme (WFP),
the non-governmental organization Save the Chil-
dren and the Famine Early Warning System (FEWS)
project funded by USAID. All three have undertak-
en extensive conceptual deliberations on the prepa-
ration of risk maps; however, at present only the
FEWS project prepares such maps on a continuous
basis.The Council views the refinement of such maps
as an important research objective.

As a basis for this, there is a need for further analy-
ses of the theoretical and conceptual fundamentals of
criticality and vulnerability. This above all requires a
more consistent linkage of the external and internal
risk factors of livelihoods (Fig. E 2.3-2). In the opin-
ion of the Council, such efforts must be concerned
not only with identifying the fundamental determi-
nants and dimensions of exposure and coping, but
also with determining in the regional and social
group specific context the specific relevance of indi-
vidual risk sectors to the livelihoods of vulnerable
groups.

The debate on the realities of vulnerable groups
has shown that new methods of rural field research
that are not only participatory but also integrate the
affected people themselves can yield a new under-
standing of the actual problems, experiences and
needs of vulnerable groups. Such methods have the
potential to identify target groups and to recognize
the prime hazards posed to the livelihoods of vulner-
able groups. Such survey methods can make impor-
tant contributions to the preparation of indicator sys-
tems and risk maps. Manuals, bibliographies and ex-
tensive survey material on these methods are now
available. However, the greatest problem would
seem to be that these methods require a great expen-
diture of time and emotional input by the researcher.
Here the Council recommends that simpler and
more practicable solutions be found.



E 3 Examples of complex risks

E 3.1
Global change and human health

Today, the world is inhabited by 5.5 billion people. In
1800, global population totaled only 1 billion. Aver-
age infant mortality has dropped from 129 per 1,000
live births in the year 1955 to a present rate of 58
(UNDP, 1997). Average life expectancy in Europe
was 50% lower in 1850 than it is today (Deutsche
Stiftung Weltbevölkerung, 1998).

This development is due primarily to advances in
food production and infectious disease control, im-
provements in hygiene and the development of vac-
cines, antibiotics and chemotherapeutic agents. De-
spite impressive successes in reducing mortality, new
human vulnerabilities are emerging and old ones are
reappearing. This is caused, directly or indirectly, by
global processes of change such as growing urban
conurbations, ecosystem stress and degradation and
global climate change. International institutions are
increasingly concentrating on potential health
threats caused by global environmental changes. For
instance, WHO and UNEP have stressed their objec-
tive of improving the ‘surveillance’ of mortality and
morbidity as a function of climate change (Haines
and McMichael, 1998).

In a global perspective, climatic effects may be ex-
pected to have major health impacts in the future,
too, and could lead to crises in various spheres. Cli-
mate-related food crises will above all affect the de-
velopment of children. UNICEF and WHO have tak-
en up the issue of child malnutrition in developing
countries. Protein malnutrition affects every third
child in these countries. In India, for instance, every
second schoolchild suffers iron deficiency. Iodine de-
ficiency with thyroid malfunctions is estimated to af-
fect more than 1 billion people worldwide. Excessive
lead intake has been found to affect 10–17% of Eng-
lish and American children, and up to 90% of chil-
dren in some African cities (Williams, 1998a). All of
the above factors affect brain development and
learning ability in children and the intelligence of

adults. It is mainly the poorer segments of the popu-
lation who are exposed to them (Section E 2).

In 1990 the US Congress placed the focus of med-
ical research on diseases of the central nervous sys-
tem, and declared the 1990s the decade of the brain.
While in the industrialized nations this means re-
searching neurophysiological processes and genetic
or neurodegenerative diseases, in developing coun-
tries it means addressing the neurotoxicological im-
pacts of malnutrition upon brain development.

In 1996,WHO,WMO and UNEP published a joint
study (WHO, 1996b) giving a comprehensive analysis
of the direct and indirect health effects of climate
change. This stresses the growing prevalence of so-
called thermal stress and the spread of parasitic dis-
eases, the latter partly being caused by changed
biotopes of the vectors of a large number of
pathogens. As discussed below, the problems are fur-
ther compounded by the development of old and
new forms of resistance in pathogens and vectors.
The increased UV-B radiation levels reaching the
Earth due to stratospheric ozone depletion are al-
ready having concrete effects upon certain diseases.
Other factors such as the globalization of socio-cul-
tural patterns of behavior, with their fundamental
imponderabilities, may be assumed to be no less im-
portant. Inescapable uncertainties in assessing future
global human health result from the interrelations
between local and global environmental changes.
These can form a web of causation with reciprocal
amplification among its various strands, thus assum-
ing considerable complexity. A good example of this
is given by, for instance, regional deforestation driven
by economic pressures. This can lead to a spread of
insect species that transmit diseases, with the out-
come of a local upsurge in vector-borne infectious
diseases. At the same time, the loss of CO2 sinks
brought about by multiple events of this kind at the
global level can lead to temperature changes with
countless associated health consequences, such as the
spread of further vector-borne infectious diseases
caused by habitat shifts of the host organisms.

Another very concrete example of the complex
risks of global change is given by the AIDS pandem-
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ic. Factors accelerating its relatively rapid spread in-
cluded international migration, drug abuse and
promiscuity. Further amplifying factors include the
severe disparities between industrialized and devel-
oping countries, and latent infections such as tuber-
culosis.Although efficient measures by which to con-
trol this pandemic are known, many developing
countries lack the resources and structures to enforce
these.This draws a chain of consequences in its wake,
which further restrict existing programs by overbur-
dening their ability to compensate for adverse ef-
fects, and moreover further exacerbate the vulnera-
bility of the already infected people.

E 3.1.1
Antimicrobial resistance of pathogens

Epidemics and food crises have always belonged to
the main threats facing humanity.Their health effects
are often synergistic. Since the introduction of antibi-
otics, many of the epidemic bacterial infections have
been suppressed to a point at which they have been
lost from sight. It is forgotten, however, that the in-
terrelationships between host organisms and
pathogens are labile and can be influenced by many
factors. Completely eliminating pathogens from their
host population only succeeds in the rarest cases,
such as in the case of smallpox. A confluence of un-
favorable factors leads to a resurgence of the
pathogens. The increasing development of resistance
to antimicrobial agents that has been observed
worldwide over the past 10 years in important
pathogens is a cause for concern. New forms of
pathogen resistance are reported almost monthly in
the leading medical journals.

Diarrheal illnesses caused by bacteria (e.g. Vibrio
cholerae, Escherichia coli, salmonellae) and protozoa
(e.g. Giardia) continue to be the main cause of fatal
infections, which total 17 million annually. This class
of lethal infectious disease causes some 3 million
deaths annually and is the second most frequent
cause of infant mortality worldwide. Some 120,000
cases are attributable to infection with Vibrio choler-
ae alone, which has caused epidemics in recent years
in South and Central America, Africa, Asia and
south-eastern Europe. High population density and
poverty continue to be the main amplification factors
for this disease (Favela Syndrome: WBGU, 1998a).
However, it has recently become apparent that new,
complex developments are giving new facets to the
simple nexus between poverty, water contamination
and dangerous diarrheal diseases, and can produce
new vulnerabilities, primarily in the industrialized
countries. This is exemplified by the development of
resistance to antibiotics in salmonellae. These

pathogens can also cause diarrheal diseases through
contaminated water or food. Typhus-like epidemics
triggered by salmonellae could re-emerge as a wide-
spread threat, as they were in the pre-antibiotics era.
In the USA, the typhimurium DT104 serotype of the
Salmonella enterica strain has undergone a dramatic
rise in antimicrobial resistance – from 0.6% in 1980
to 34% in 1996. As this strain has been identified in
the samples sent to 36 out of 46 laboratories in the
USA, it can at least be said that it is already wide-
spread in that country. It is resistant to five different
classes of antibiotics and thus constitutes a consider-
able threat (Levy, 1998). In the meantime, it has also
been detected in a number of European countries, in-
cluding Denmark. A clear causal connection is seen
to the use of large quantities of antibiotics in inten-
sive livestock farming. This development is thus
emerging as a considerable human-induced health
problem, primarily in the highly industrialized na-
tions. The response to this development has been to
establish a national surveillance program for antimi-
crobial resistance in salmonellae (MMWR, 1996).
The EU has recently announced its intention to pro-
hibit some of the eight antibiotics currently permit-
ted as feed additives.

The spread of vector-borne diseases induced by
climate change is also a real threat that is indepen-
dent of disparities between developing and industri-
alized countries. Vectors (mosquitoes, stable flies,
fleas and ticks) transmit e.g. rickettsiae, protozoa,
viruses and borrelia to mammals. The main resultant
diseases include malaria (e.g. Plasmodium falci-
forme), yellow fever (YF), dengue fever and sleeping
sickness (Chagas). Temperature and humidity play a
major role in the habitat of the vectors, and it is ex-
pected that global warming will lead to areas that
currently still have a low prevalence experiencing a
distinct increase in the spread of some vector-borne
pathogens (Haines and McMichael, 1998). For in-
stance, a climate-related spread of ticks is suspected
to be a possible cause of the increasing incidence of
tick-borne borreliosis (Brown, 1993).

For vector-borne diseases, resistance can develop
in two directions – that of the vectors and of the
pathogens that they transmit. This complicates com-
bating such infections compared with infections that
require no vector for their transmission. Malaria is a
classic example, its history reflecting the complex in-
terrelations among a variety of factors.The introduc-
tion of effective pesticides such as DDT was able to
suppress the devastating impacts exerted by this dis-
ease worldwide. However, in the face of increasing
development of resistance, the WHO program for
eradicating malaria was abandoned again in 1969 due
to lack of success. In some parts of the world, the
prevalence of this disease is even rising again. In
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1997, malaria claimed approximately 2.1 million
lives. Anthropogenic interventions and climatic
change leading to expanded pathogen biotopes play
a causal role. However, the main causes are at pre-
sent thought to be resistance of both the transmitting
mosquito species (Anopheles spec.) to pesticides and
of the pathogens themselves (in particular Plasmod-
ium falciforme) to chemotherapeutic agents (Dies-
feld, 1997).

Mycobacterium tuberculosis, which causes tuber-
culosis, is a further example of a possibly emerging
crisis caused by the development of resistance in ‘old’
pathogens. At least 35% of the world population is
infected with tuberculosis. More than 8 million new
cases and 3 million deaths are recorded annually
(WHO, 1996b). Upon the initiative of the WHO, epi-
demiological data on the incidence of antituberculot-
ic resistance were recently surveyed in 35 countries
(Snider and Castro, 1998). This survey confirmed the
suspicion already expressed in recent years by the
Centers for Disease Control and Prevention that the
resistance of tuberculosis bacteria to drugs is rising.
Worldwide, an average of 10% of tuberculosis strains
exhibit primary resistance.The resistance rate of bac-
teria isolates in treated patients averages 36%, 13%
exhibiting multidrug resistance (resistance to more
than two antituberculotics). This is an alarming de-
velopment, considering that the number of drugs ef-
fective against tuberculosis is limited. The following
prime causal and synergistic factors can be identified:
• Synergism with the human immune deficiency

virus HIV is contributing to the spread of tuber-
culosis, particularly in those regions of the world
where HIV infection levels are high. Many of the
tuberculosis outbreaks reported with resistant
pathogens took place in groups of HIV-positive
individuals.Tuberculosis is the best example of the
fact that the condition of host organisms (e.g. de-
pressed immune systems or genetic disposition)
can massively influence the epidemiology of a dis-
ease.

• In countries with poorly structured and under-
funded health systems, resistance is created by the
inappropriate use of cheap monotherapies instead
of the necessary multiple drug therapy. The coun-
tries of the former Soviet Union are representa-
tive of this, where antimicrobial resistance of tu-
berculosis pathogens has reached a level of 38%.

• The permanent interaction between Mycobacteri-
um tuberculosis and the immune system of the
host organism leads to the constant creation of
new strains with differing degrees of virulence,
and thus constantly new challenges to the public
health system and research. For instance, only re-
cently a particularly virulent strain was identified
as being responsible for a minor epidemic in the

USA (Bloom and Small, 1998). Fortunately, this
pathogen reacted sensitively to classic antituber-
culotics.

E 3.1.2
Health effects of stratospheric ozone depletion

Section D 5 discusses the development of stratos-
pheric ozone and the global impacts of its depletion.
The health effects of rising levels of UV-B radiation
near the Earth’s surface include a rising incidence of
various types of skin cancer, cataracts and changes in
the immune system detrimental to the course of can-
cers and infectious diseases. Of these, a particularly
notable effect worldwide is the development of skin
cancer in people with lightly pigmented skins.

The occurrence of squamous cell carcinoma
(SCC) and of basal cell carcinoma (BCC) of the skin,
which are in fact the most frequent tumors in hu-
mans, is controlled by the lifelong cumulative UV
dose and the pigment protection of the skin of af-
fected individuals. Consequently, the highest rates of
new cases, which come to approximately 200 per
100,000 inhabitants and year, occur in the fair-
skinned population of places with high levels of solar
irradiance (such as Texas and Australia).To assess the
risk of UV exposure triggering SCC and BCC, it is
necessary to know the relative differences in carcino-
genic effectiveness and the dose-effect relationships
of various UV wavelengths (Diffey, 1998). Extensive
data is available for the two types of tumors, so that
the following statements can be made: 1% ozone de-
pletion leads to an 1.2–1.4% increase of the carcino-
genic effect by UV-B and a rise in SCC incidence of
3.5%. In the event of a persistent ozone depletion of
10%, a roughly 20–35% rise in the incidence of the
two skin tumors must be expected, although for the
individual adult only a small total extra lifetime risk
arises of less than 5%. However, in such a case the
lifetime risk of children living today would be
10–16% higher. If the production and consumption
of ozone-depleting substances continues to be re-
duced pursuant to the Montreal Protocol, the life-
time risk of these children of developing one of the
two skin tumors is probably less than 10% (Slaper et
al., 1996). It is to be hoped that the public perception
of these risks will lead to modified patterns of behav-
ior with regard to sunlight exposure, thus attenuating
the predicted rise.

For malignant melanoma skin cancer, too, decades
of research efforts have yielded convincing evidence
that UV radiation is the prime causal factor in its oc-
currence.This tumor very often already forms metas-
tases from a thickness of 1.5 mm, and can then gen-
erally no longer be healed. As opposed to SCC and
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BCC, the additive UV dose received is only decisive
for the formation of one of the known types of ma-
lignant melanomas. For the most common type, the
superficial spreading melanoma (SSM), there is no
linear connection to UV exposure. Here the number
of sunburns in childhood and adolescence plays a
much larger role.The latent period between frequent
sunburns and the occurrence of the tumors comes to
20–30 years.The sensitivity of the young skin explains
the predominant prevalence of SSM in younger and
middle-aged persons.The incidence of this dangerous
tumor has risen greatly worldwide over the past 30
years (from <5 to approximately 40 new cases per
100,000 inhabitants and year in some countries such
as Australia). This has been particularly so in the in-
dustrialized countries, and has been amplified by
globally changed patterns of behavior (clothing, hol-
iday habits). By the year 2000 the risk in the Ameri-
can population of contracting a melanoma is expect-
ed to be 1:75 (WHO, 1996a). In some countries, such
as Australia and Scotland, the steep rise in the inci-
dence of this highly malignant tumor affecting
younger people has led to extensive educational
campaigns, training programs and the marketing of
highly effective protective lotions and clothing. How-
ever, only these two countries have yet succeeded in
slowing down the growth of melanoma incidence. In
Australia, a drop in death rates was recently record-
ed for the first time (Giles et al., 1996). Education
programs aimed at modifying behavior are presently
the only effective measures.They need to be comple-
mented by targeted research on therapeutic options.

E 3.1.3
Are allergic diseases increasing due to global
environmental changes?

A series of epidemiological studies have pointed to
the conclusion that allergic diseases, such as allergic
asthma, hay fever and so-called atopic eczema (a se-
vere chronic inflammation of the skin) are on the rise
(Wüthrich, 1989).A worldwide survey carried out us-
ing questionnaire and video association techniques
has shown that asthma, with a prevalence of approx-
imately 25% in 13-year-olds in e.g. England, is cur-
rently one of the largest morbidity and mortality fac-
tors in childhood (ISAAC, 1998). A further survey
carried out in England has shown that atopic eczema
affects 1.4 million people there and causes annual
costs of about £ 450 million (Herd et al., 1996). Simi-
lar figures have been reported for some areas of the
USA.Atopic diseases are caused by a complex inter-
play among individual genetic and various environ-
mental factors. Studies in China and Africa have
shown that with the same atopic sensitization rates

the prevalence of allergic asthma can vary greatly
from region to region (Leung, 1997; Yemaneberhan
et al., 1997).Allergens (allergy-triggering substances)
in the outdoor (e.g. pollen) and indoor (e.g. mite fe-
ces and mite body antigens, or antigens associated
with animal hairs) environment are sensitizers and
triggers, depending upon their quantity. Although
much scientific attention has been devoted to these
diseases over the past 10 years, many questions still
remain unsolved.

The findings made to date indicate that in addition
to quantitative differences in allergen exposure a se-
ries of further environmental factors are important
for the formation of atopic diseases. Anthropogenic
forms of air pollution have repeatedly been thought
to be the culprit in recent years. Animal experiments
have indeed yielded indications that the rate of sen-
sitization to pollen allergens may be influenced by
certain substances such as formaldehyde and sulfuric
acid (Osebold et al., 1980; van Loveren et al., 1996;
Riedel et al, 1996). In humans, however, the connec-
tions are still unclear. A proof of enhanced sensitiz-
ing properties of pollutant-modified allergens has yet
to be delivered. Epidemiological studies have noted
that the prevalence of atopic diseases is highest in an-
glophone countries. In a simplistic manner, this has
repeatedly been viewed as a proof of the causal role
of transportation and industrial emissions. Two re-
cently published major epidemiological studies have
now both shown that the extent of anthropogenic air
pollution cannot by itself be evaluated generally as
an amplifying factor. These studies come to the con-
clusion that asthma has the highest prevalence in
some regions of the world where air pollution levels
are very low, such as New Zealand (ECRHS, 1996;
ISAAC, 1998). China and eastern Europe, with their
partially very high levels of air pollution by particu-
lates and sulfur dioxide, have low asthma prevalence
throughout, while western Europe and the USA,
with differently composed air pollution and high
ground based ozone concentrations, exhibit an inter-
mediate prevalence of asthma. German studies com-
paring the situation in eastern and western Germany
have similarly underscored the importance of the
quality over the quantity of emissions (von Mutius et
al., 1992; Schäfer et al., 1995).

In addition to the quantities and qualities of aller-
gens in the environment, recent findings suggest that
social factors such as vaccination behavior and fami-
ly size also influence the prevalence of atopic dis-
eases (Shirakawa et al., 1997). It has at least become
amply clear that the interplay among triggering envi-
ronmental factors as contributory causes of atopic
diseases - the prevalence of which may well have
risen as much as tenfold over the past 50 years – is
complex and differs greatly from region to region.
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Substances emitted to the environment must be ex-
amined separately, and their relevance can only be
assessed properly if the other, already known indi-
vidual disposition and risk factors are taken into con-
sideration at the same time. Intensified epidemiolog-
ical research that considers both the environmental
exposition and genetic disposition of individuals
studied is necessary, as is further research on the im-
munological connections.

E 3.2
Global change and food security

E 3.2.1
Introduction

Global food security continues to count among the
prime challenges to research and public policy. In to-
tal, some 800 million people suffer hunger and un-
dernutrition, about 200 million children suffer pro-
tein deficiency. This situation would be far more dra-
matic if the Green Revolution had not delivered an
unprecedented increase in food production (WBGU,
1998a). Over the past 25 years, it has been possible to
raise per-capita food availability from 2,440 kcal 
day-1 to 2,710 kcal day-1 – despite the world’s popula-
tion having grown over the same period by approxi-
mately 1.6 billion people. However, this positive de-
velopment is compromised by severe regional dis-
parities in food availability. While per-capita avail-
ability figures 2,520 kcal day-1 in the developing
countries, a value of 3,330 kcal day-1 is reached in the
industrialized countries.This means that in sub-Saha-
ran Africa, for instance, per-capita availability is
some 20% below the global average.

The presently available dietary energy suffices to
feed the world’s present population. However, it is
distributed very unevenly across the globe, and in
some cases also across regions. Poverty remains the
main reason for this disparity. Demographic develop-
ments will change the situation by the year 2020. The
latest FAO forecasts assume that food production
needs to be increased by 75% in order to provide an
adequate food supply for the world’s population in
the year 2020. This figure illustrates the huge chal-
lenge posed by global food security. It needs to be
kept in mind here that food security is not only a mat-
ter of producing and distributing food in order to sat-
isfy basic needs, but also includes the institutional
framework that allows people to gain access to food
in sufficient quantity and quality.

E 3.2.2
Structural changes in food production

The production of food, particularly of cereals, has
undergone enormous change in the 20th century. It is
this that has made it possible to feed the growing hu-
man population. At the same time, however, a series
of new risks have emerged in conjunction with this
positive development in agricultural production
(Green Revolution Syndrome: WBGU, 1998a),
which, in conjunction with factors extraneous to agri-
culture itself, have the potential to endanger global
food security. In the industrialized countries, what
was once a subsistence-oriented agricultural system
has evolved into a highly modernized production sys-
tem. In the developing countries, too, the Green
Revolution has brought about fundamental changes
in traditional farming practices. Both systems are
greatly dependent upon the input of nonrenewable
energy and materials (mineral fertilizers).

Intensive farming practices are typically charac-
terized by their relatively low biological diversity of
crop species, crop rotations and types of seed utilized.
Monocultures, in particular, are highly vulnerable to
excessive insect multiplication or to fungal attack.
Resultant crop losses count among the risks that can
very rapidly develop catastrophic effects in a region.
Future forms of agricultural production need to give
greater attention to the value of biological diversity.
This implies soil-conserving tillage, diverse crop rota-
tions, avoiding nutrient surpluses, preserving or
restoring diverse landscape structures and keeping
numbers of livestock appropriate to the available
area.

The greater amount of care required by high-
yielding crop varieties, such as the precise control of
the quantity and timing of inputs of water, fertilizers
or plant protectants, in conjunction with dependence
upon external inputs such as fertilizers, seed, loans or
advice amplify the vulnerability of the food produc-
tion system to human failure, market failure (such as
the failure of fertilizer or seed supplies) and environ-
mental degradation.At the same time, however, such
agricultural systems are highly productive. Research
has shown that in addition to the above systemic fac-
tors, the risks of food production can be further am-
plified by the susceptibility to crisis of distribution
networks for agricultural inputs (Pilardeaux, 1995).
For example, food production crises can already be
triggered by a loss of rural finance systems or of se-
cure subsidies, such as for fertilizers. A further risk
can stem from the unconsidered adoption of cultiva-
tion strategies that were successful in different eco-
logical and social settings.
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Inappropriate agricultural systems are not only
unstable, but also have negative impacts upon their
natural environment. In its 1997 annual report, the
Council has discussed in detail how inappropriate ir-
rigation can lead to soil waterlogging and saliniza-
tion. Soil degradation can also result from the cre-
ation of the very large plots required by mechaniza-
tion, if no space is provided any more for the bushes
and trees that previously contained wind erosion.
Declining biological diversity has repercussions upon
the future prospects of food production, as it dimin-
ishes the genetic resource basis which is essential for
plant breeding.At the 1996 International Conference
on Plant Genetic Resources organized by FAO, de-
bate centered on this aspect and the resulting risks to
world food supply.

Intensive, high-yielding agricultural production
systems generally have a higher water requirement
than traditional forms of arable farming and thus ex-
acerbate the utilization pressure upon local re-
sources, such as through the use of deep wells and the
exploitation of fossil groundwater reserves. They are
generally also more dependent upon regular water
supply, meaning that they are less drought resistant.
Much the same can be said of their fertilizer require-
ments. Some high-yielding varieties are highly sensi-
tive to parasites and pests, some also to frost or salt.
It depends greatly upon the local conditions whether
one or the other characteristic of an agricultural sys-
tem emerges as a risk factor or not. This general
weakness of agro-ecosystems has to be compensated
for by means of corresponding cultivation effort and
countermeasures. The further development of site-
appropriate, adapted utilization strategies is an ur-
gent task. It can only be mastered successfully if the
requisite ecological, economic and social information
is generated and disseminated.

The task of securing food supplies for a growing
population is faced by a fundamental dilemma. If the
people suffering malnutrition and hunger are to be
fed by conventional methods, production would need
to almost double over the coming 30 years. If levels of
productivity remain where they are today, this surge
in production would only be possible at the cost of
the still remaining forest and grassland areas, which
would then further decline. The higher levels of food
production necessary to meet the demands of a grow-
ing world population increases utilization pressures
upon natural resources. This is compounded by the
circumstance that in many areas the performance of
agricultural systems is jeopardized by increasing en-
vironmental degradation.

E 3.2.3
Impacts of global environmental change upon
food production

Soil degradation
Worsening soil degradation (WBGU, 1995a) is one of
the insidious risks that jeopardize global food securi-
ty. Year for year, the basis of food production dwin-
dles due to the partially irreversible loss of valuable
arable soil, and due to its degradation. Arid regions
are particularly vulnerable. Some 250 million people
are directly affected by desertification, about 1 bil-
lion are at risk. In the arid, semiarid and subhumid re-
gions of the world, about 20% of the land surface is
affected by desertification. In response to this, a UN
Convention to Combat Desertification (CCD) has
been adopted (Pilardeaux, 1997).

As set out above, the present cropland area will
only suffice for food production if it proves possible
to double or quadruple yields. To achieve this goal, it
would be essential to halt soil degradation and to re-
store as far as possible the damage already inflicted.
Even today, cropland is exhibiting severe damage,
thus underscoring that previous soil utilization
strategies – including traditional ones – are by no
means sustainable. It further illustrates that the par-
tially spectacular yield improvements brought about
by irrigation, fertilizer application, plant protectants
and agricultural machinery, and by the use of new,
high-yielding plant varieties, have come at the price
of intolerable degradation of soils. Twenty million
km2 of the land surface now exhibit visible human-in-
duced damage. Of these, 39% are located in Asia,
25% in Africa, 12% in South America, 8% in North
America, 11% in Europe and 5% in Oceania. Water
erosion is the dominant cause with 56% of the area,
followed by wind erosion (28%), chemical degrada-
tion (12%) and physical degradation (4%; Oldeman,
1992).

It is due to the diversity of soils and their often
very slow processes of change that their advancing
human-induced jeopardy has as yet scarcely attract-
ed public attention, still less as a worldwide crisis. A
further cause of the lack of awareness is that a grow-
ing part of the world population lives in cities, which
leads to an increasing alienation from the natural
bases of human existence. With this is associated a
decline in general willingness to take the steps neces-
sary to preserve these bases and to bear the con-
comitant costs. Combating soil degradation and rais-
ing awareness of the associated risks are important
tasks in efforts to overcome the food crisis. Extend-
ing the Desertification Convention to a global soil
convention, as the Council proposed in 1994, could
be an important step towards solving these problems.
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Global climatic changes
The new special report of the IPCC on the regional
impacts of anticipated climate change shows clearly
that the impacts of climatic changes upon food pro-
duction are still subject to major uncertainty. Africa
has been identified as the world region most suscep-
tible to the risks of climate change (IPCC, 1998).

It is not known whether global food production
will profit from the anticipated climatic changes or
not. For instance, one question is whether a drop in
yields in Latin America could be balanced quantita-
tively by the possible utilization of Siberian per-
mafrost soils, and if so whether the resultant social
and ecological problems can be managed at all.

Altered precipitation patterns will above all harm
agricultural production in rain-fed cultivation areas,
while drops in groundwater levels or the intrusion of
sea water into coastal groundwater will above all
harm the large irrigated regions. If precipitation
regimes shift, it must be expected that agro-ecologi-
cal zones also shift. If these processes evolve slowly,
an adaptation of societies is at least conceivable, but
the effects that may result from sudden changes are
still largely unresearched.

Weather extremes have always presented unpre-
dictable risks to agriculture and have repeatedly trig-
gered famines. It is clear that an increasing incidence
of weather extremes harbors a high risk to global
food security. This was amply illustrated by the El
Niño event of 1997/98. The magnitude of such risks
depends upon global grain stocks and further upon
smooth distribution in the event of a disaster.With its
monitoring systems, FAO is making a valuable and
increasingly important contribution to provisioning
against such risks. However, without a sufficiently
large buffer in the form of grain stocks it will not be
possible to react swiftly.

Freshwater scarcity and pollution
Utilization pressures upon water resources are rising
worldwide (WBGU, 1998a). It is clear that water
availability will have direct impacts upon agricultur-
al production. Even today, 70% of the water utilized
by human society is deployed in agriculture to pro-
duce food. Forty percent of global food supply is pro-
duced in irrigated cultivation. In future, more food
will need to be produced with less water, meaning
that the efficiency of water usage must be improved
substantially. The Council has already pointed out
the necessary reduction of losses in irrigation
(WBGU, 1998a). In some regions, acute water short-
ages will arise that can no longer be compensated
solely by seasonal rationing of water supply. As food
is not a substitutable good, bottlenecks or necessary
imports will impact directly upon prices, with the pos-
sible consequence of purchasing power related food

crises. It is thus essential that in regions where soils
have poor carrying capacity non-farming employ-
ment alternatives are created for the population.

The greatest risks to food supply arise in the arid
and semiarid regions, where drought events have
shown in the past how narrow the regional food lee-
way already is, and where competition for limited
freshwater resources will be at the cost of agriculture.
Famine early warning systems have already been es-
tablished for Africa, in order to be able to provide
timely relief in collaboration with the World Food
Programme (WFP) and other organizations in the
event of an emergency. A global risk would arise if
such events cumulate and occur simultaneously in
many areas of the world.

E 3.2.4
Impacts of globally relevant societal
developments upon food production

Population growth
World population is continuing to grow, if at slightly
lower rates. The still high growth rates in Africa
(about 3%) and in Asia and Latin America (almost
2%) make it appear probable that the population will
grow from a present level of 5.7 to over 6 billion in
the year 2000 and 7 billion in the year 2010. It is ex-
pected that by the year 2010 more than 80% of the
world population will live in Asia, Africa and Latin
America. If FAO forecasts for population develop-
ment and food production prove true, the number of
chronically undernourished could drop slightly in al-
most all developing countries – from a total of 809
million (1990–92) to 730 million in the year 2010.The
undernourished proportion of the world population
would drop from 20% to about 13% according to
FAO figures, with the exception of sub-Saharan
Africa, where an absolute increase by 302 million
people is forecast. This means that by the year 2010
one third of the population of Africa would be un-
dernourished if no countermeasures are taken.
Africa remains the focus of efforts to combat hunger,
as was stressed at the 1996 UN World Food Summit.
However, the FAO forecasts do not give adequate
consideration to the dynamics of global change; for
instance, it cannot be estimated with certainty what
role climatic changes and soil degradation will play.

Urbanization
Through continuing urbanization, global food securi-
ty will become more and more a logistic problem and
a question of food distribution. In the year 2000, half
of the world’s population will live in cities.This figure
is in the order of the entire world population in 1960.
The consequence is that for more and more people,
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food security depends upon their purchasing power.
Food crises thus have both a production component
and a supply component. The world cereal markets
already react extremely sensitively today. Even the
announcement of an El Niño suffices to generate
substantial price rises.

This is compounded by the circumstance that
worldwide agricultural production is increasingly
concentrated upon a few core regions. Food is dis-
tributed from these surplus regions throughout the
world. Food security is thus becoming more and
more dependent upon the dynamics of the global
markets. Within individual countries, too, a substan-
tial part of food production is increasingly concen-
trated upon a few regions (‘granaries’). This is a de-
velopment that has been intensified by the Green
Revolution, which overproportionately profited tra-
ditional irrigation regions. Such systemic changes
constitute a risk-amplifying factor.

Development disparities
The risks of food security are distributed unevenly,
both spatially and across social groups (Section E 2).
It is mainly the developing countries that are exposed
to the risk of famine. In these countries, four seg-
ments of the population can be distinguished that are
particularly vulnerable to food crises:
• The poor in rural areas who do not have sufficient

means of their own to produce enough food.These
include small farmers and fishers, and nomads.

• The poor in urban conurbations, who do not have
sufficient income to purchase enough food.

• Refugees and displaced people who are the vic-
tims of natural and man-made disasters or wars.

• Women, children, the elderly and in some cases
also ethnic minorities, who are generally vulnera-
ble to food crises due to the disadvantaged posi-
tion that they have in many societies.

E 3.2.5
Intersections between the problems of global
change and food risks

As the analysis has shown, hazards to food security
result from an array of risks associated with the prob-
lems of global change. The core problems of global
change – such as soil degradation, freshwater scarci-
ty, climate change, increasing incidence of weather
extremes, loss of biological diversity, population
growth and rising development disparities – combine
with the intrinsic risk aspects of intensive modern
and in some instances also traditional agricultural
systems to produce a quality of risk that is new and
unknown.

Forecasts of population growth and of the poten-
tials to increase food production underscore that the
phase of cropland expansion in favorable areas is
largely concluded and that increasingly less suitable
soils must be utilized. Humankind has already en-
tered the next ‘stage of escalation’, in which produc-
tion improvements can essentially only be expected
through improving per-hectare yields. This is why all
opportunities to promote an appropriate, sustainable
and environmentally sound utilization of soils must
be exploited.This includes utilizing the opportunities
held out by biotechnology and genetic engineering
(Section D 4).

The modern agricultural systems have themselves
experienced changes that make them increasingly
susceptible to the dynamics of the world market.
Here particular attention needs to be given to possi-
ble deformation or collapse of distribution networks
for agricultural inputs caused e.g. by price rises and
production or transport bottlenecks.

In sum, the Council is of the opinion that global
food security is one of the prime challenges faced by
the academic and political communities and by soci-
ety at large, as in this domain the imponderabilities
and potential magnitudes of damage are particularly
large. Global food security risks count among the
risks of global change that need to be addressed by
society in an iterative manner, i.e. through step-wise
scientific analysis and continuous political re-evalua-
tion of changing situations. Moreover, there is a ma-
jor and presumably long-term need for further re-
search in order to gain an improved understanding of
the dynamics of global food security and global
change. Both production- and distribution-related
aspects need to be considered. In its previous reports,
the Council has already submitted proposals on indi-
vidual aspects of this complex (WBGU, 1995a–
1998a).



E 4 Risk potentials of complex environmental systems

Nature, human civilization and the diverse intercon-
nections between the two form a complex, dynamic
system. It is an essential characteristic of such sys-
tems that they cannot be fully represented by the
analysis of their various subsystems.

At the interfaces between these subsystems, we
generally find high rates of material and energy ex-
change, often controlled by feedback mechanisms,
with internal dynamics that vary over time.The over-
all character of the system, particularly with regard to
its response to internal or external perturbations,
thus differs greatly from the simple sum of its subsys-
tems. It is further characteristic of complex environ-
mental systems that they are usually in a state of dis-
equilibrium influenced or controlled by external fac-
tors.This is exemplified by agricultural landscapes or
managed coastal zones with high material and ener-
gy inputs.

The syndromes of global change are the outcome
of anthropogenic interventions in the environment
(Section E 4.2). Their characteristic patterns of dam-
age to humans and ecosystems form complex, multi-
causal webs of effects that cannot be represented as
linear cause-effect chains. These patterns can be
identified in similar forms in different regions of the
world (WBGU, 1997a). In the language of systems
theory, they represent an array of apparently stable
but risk-prone patterns of the complex ‘system of
global change’.

E 4.1
A systems analysis perspective on complexity and
risk

Particular risks reside in the circumstance that envi-
ronmental systems are not structurally simple, linear
systems. The theory of nonlinear dynamics and the
theory of complex systems offer tools by which to un-
derstand these complex risks. The following section
briefly presents these tools. They can be used to ana-
lyze, structure and classify the special features of such
risks; in certain cases they can also be used to devel-
op appropriate strategies for mitigation.

E 4.1.1
Characteristics of complex systems

In order to evaluate the susceptibility of complex en-
vironmental systems to perturbations, we must first
examine the forms of system reaction, behavior and
transition and regime shifts. These shifts can bring
about lasting changes in the character of a system.
Thus not only the mean values and variabilities of ob-
servable quantities may change, but completely new
structures or interconnections may emerge (system
topology or dimensionality).

The special character of complex environmental
risks is based above all upon two fundamental char-
acteristics of dynamic systems: nonlinearity and com-
plexity. Nonlinearity means that the cause-effect re-
lationships in a system are not proportional. Thus a
continuously growing disturbance may remain with-
out effect over a lengthier period, but then suddenly
trigger a system flip. Complexity refers to the inter-
meshing of individual subsystems with the result that
essential aspects of the overall system cannot be un-
derstood by analysis of its parts. Such complex sys-
tems exhibit a series of new phenomena (emergent
properties) which cannot occur even in intricate lin-
ear systems. Nonlinear effects that only become dom-
inant when forces, perturbations or excitations are
large can in fact determine the structure of the over-
all system. In linear theories, these effects are viewed
as negligible ‘minor perturbations’ because when
forces are low their relative magnitude is negligible.

This results in an essential characteristic of com-
plex environmental risks: the behavior of such sys-
tems generally cannot be predicted over the long
term. This phenomenon, known as chaotic dynamics,
can occur even in apparently simple systems whose
changes follow deterministic rules (e.g. the nonlinear
pendulum; Duffing, 1918).Although the mechanisms
of weather events, for instance, are well known, they
cannot be forecast over the longer term. In fact, it has
been shown here that even an exceedingly simplified
model of weather exhibits a highly complicated be-
havior (Lorenz, 1964). Moreover, complex systems
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can undergo sudden behavioral swings that change
their structure, triggered by only slight quantitative
changes in external influences. Such situations are
termed ‘bifurcations’ and can be classified in terms of
their patterns of behavior and transitions (Gucken-
heimer, 1990). For instance, in limnetic ecosystems
population explosions of algae (algal blooms) can oc-
cur through only slight rises in pollutant discharges.
A further everyday example is the conversion of wa-
ter to ice caused by an only slight change in temper-
ature close to the freezing point, with the result that
the water runoff regime of a region is suddenly and
critically changed. A further critical aspect in com-
plex environmental systems is that they are general-
ly only incompletely understood. Stable long-term
behavior can be confused with slow transition (tran-
sients; Braun and Feudel, 1996). A possibly inappro-
priate extrapolation of the behavior of environmen-
tal systems can then lead to misjudgment of their
long-term behavior, with severe consequences.

In addition to the above characteristics of nonlin-
ear systems, there are a number of related phenome-
na that can be grouped under the heading of structure
formation: these include pattern formation in space
or time (Kai, 1992; Grebogi and Kurths, 1995), self-
organization and synchronization (Rosenblum et al.,
1996), self-organized criticality (Bak et al., 1987),
self-similarity, intermittency (Daviaud et al., 1992),
turbulence, strange attractors (Lorenz, 1964) and bi-
and multistability (Feinberg, 1980).

To illustrate the phenomenon of multistability, we
may consider a hypothetical planet. The global cli-
mate of this planet can have one of two very different
states, each of which is stable; either it is an ‘ice plan-
et’ or a ‘desert planet’ (Budyko, 1969). One avenue
by which the planet can flip between these two states
is the occurrence of a major external disturbance
(e.g. a meteorite impact). Here there is not necessar-
ily any form of corresponding ‘inverse disturbance’
that might reverse the transition back to the other
state.

The other avenue is much more dangerous, name-
ly a transition in the form of a bifurcation, i.e. a sud-
den swing in the system perhaps triggered by only a
slight change in external influences (e.g. the absorp-
tive behavior of the atmosphere). The danger inher-
ent in this scenario is that even if the external influ-
ence ceases immediately the system will only return
gradually and perhaps by circuitous paths to the for-
mer state (hysteresis). Similar hazards can arise from
the metastability of a system, in which the present
state is only apparently stable but can in fact switch
to another, more stable state without external trig-
gers.

Conversely, nonlinearities can also attenuate run-
away processes, thus preventing extreme system evo-

lutions. In such cases, they become guarantors of the
stability of the overall system.

In order to gain a first overview of the possible
risks associated with an environmental system, all
structure formation phenomena of the system are en-
tered in diagrams (known as bifurcation or phase di-
agrams).These diagrams are created by entering on a
pattern chart those domains in which the system ex-
hibits uniform behavior (Guckenheimer and
Holmes, 1990). The theory of nonlinear dynamics
provides mathematical methods and numeric algo-
rithms for this (Jansen, 1995; Seydel, 1988). The sys-
temic properties of individual domains differ not
only in degrees but also in qualities (e.g. stable ↔ un-
stable, oscillatory ↔ chaotic ↔ turbulent, liquid ↔
solid ↔ gaseous). Bifurcations generally occur at the
domain boundaries. In view of the circumstance that
these bifurcations can have dramatic consequences,
this discipline is known in mathematics as catastro-
phe theory (Arnold, 1992).

If we know the bifurcation diagram of a system
and further know the external influences or parame-
ters (e.g. climate, elemental loading) to which it is
subject, then we can chart the regime in which it is sit-
uated.We can state how far removed it is from a pos-
sible ‘catastrophe’, i. e. a bifurcation. We can further
identify the direction in which the parameters must
be influenced in order to stabilize the system and
prevent a bifurcation. This of course presupposes
that these parameters can be influenced at all or are
technically accessible.

In most cases, the question of the future develop-
ment of a system cannot be resolved on the basis of
the bifurcation diagram alone. Here the extreme sen-
sitivity of many systems to minor perturbations plays
a pivotal role. Under certain preconditions, the inter-
play between complexity and nonlinearity leads both
to an exponential spread of small perturbations and
to an exponential growth of uncertainty attaching to
small measurement errors, without the entire system
collapsing straight away (chaos regime). The pertur-
bation or uncertainty then spreads throughout the
system in the shortest time, meaning that predictive
uncertainty comes to 100%. This effect is frequently
rendered in a simplified form in the popular sciences
as the ‘butterfly’s wing effect’ (while usually failing to
mention that certain preconditions must be given for
this). In the case of linear error propagation, in con-
trast, a 5% initial error leads to a 5% deviation
throughout. Due to the exponential growth of the er-
ror in the chaos regime, it is generally impossible to
predict the behavior of such a system beyond short
intervals, nor can this be compensated by increased
computational effort. This fundamental impossibility
of long-term prediction of the behavior of many en-
vironmental systems makes it all the more necessary
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to gain a qualitative understanding of general system
characteristics, such as stability.This is precisely what
bifurcation analysis can provide and can depict in the
diagrams described above. However, it remains to be
noted that transitional (transient) behavior is some-
times hard to distinguish from ‘real’ chaos.

E 4.1.2
Risk potentials of complex systems

In the following, we shall discuss three representative
systems that exhibit a high risk potential due to their
structural complexity – the complex behavior of eco-
logical, economic and social systems. Many of these
phenomena can be explained at least qualitatively.
However, a comprehensive analysis of ways in which
to exert a targeted influence on such systems yet re-
mains to be delivered (Section E 4.2). Here the
Council sees a major need for research.

At first sight, it may appear hopeless to represent
and explain social systems in mathematical terms by
reducing them to a small number of parameters.That
this is nonetheless feasible is mainly attributable to
two reasons. One reason is that statistical methods
can be applied at the population level.Thus while we
cannot forecast which couples will marry when, the
average number of marriages per year can indeed be
predicted. Such statistics disregard the individual fate
but are nonetheless able in many cases to model
overall behavior. The second reason is that individu-
als do not act independently. This is exemplified by
the collective phenomenon of panic selling when
share prices drop below a certain level. As discussed
in the previous section, it is precisely these types of
coupling effects that lead to complexity-related risk
potentials that can be analyzed using the theory of
nonlinear dynamics.

Ecosystems: Arrangements among the species
The hierarchy of resource utilization in an ecosys-
tem, frequently termed a food chain, is revealed upon
closer scrutiny to be a complex of fine-meshed ‘food
webs’. The diverse biotic interactions of the species
involved (predator-prey relationships, competition,
symbiosis etc.) can contribute to stabilizing the over-
all system. All members have several functions (pro-
duction, consumption, destruction) at the same time
within the energy and nutrient flows of the system. It
is this multilayered characteristic that permits the
ecological system to react to external influences, thus
maintaining its present equilibrium or establishing a
new one. It is characteristic of networks of interrela-
tions that have evolved over long periods that con-
sumers exist which recycle and further convert many
(‘waste’) products of the individual processes. The

system is in a self-stabilizing flux equilibrium (steady
state), in which the main material fluxes are linked
with each other by negative feedback loops through
the species involved. The overall behavior of the sys-
tem is thus fairly resilient to disturbances.

This is contrasted by the artificial ecosystems of
our human civilization. Changes take place on short
time scales in terms of evolution history, and individ-
ual products generally exhibit high input or output
rates (pollutant discharges, monoculture harvests).
The new system state that emerges is not in material
equilibrium; individual substances accumulate (e.g.
soil acidification) or nutrient deficiencies arise. Flora
and fauna are exposed to major short-term adjust-
ments – the system can undergo structural change or
may ‘flip’. At the very least, the internal self-stabi-
lization potential of the ecological system is massive-
ly impaired and is no longer able to withstand addi-
tional disturbances that may also be of natural origin.

This risk characteristic is exemplified by distur-
bances of the ecological equilibrium between fire
events and biomass stocks (Holling et al., 1996). Un-
til recently, the structure of this equilibrium in
ecosystems was not fully understood. In many
ecosystems, a self-stabilizing control capacity has
evolved over long periods, so that disturbances
caused by fire or insect pests do not endanger the
long-term viability of the system; on the contrary,
they may even be necessary for its continued exis-
tence. This equilibrium can be rendered unstable by
misconceived forest fire protection strategies aimed
at immediately extinguishing smaller fires. Over the
medium to longer term, large quantities of com-
bustible biomass then accumulate, with the result
that small fires can precipitate large-scale destruc-
tion.

Economies: Synergistic effects
Economic systems, particularly those geared strongly
to market principles, exhibit certain similarities to
ecological systems. A large number of actors (pro-
ducers, consumers, state actors) are connected with
each other through markets, integrate their own ex-
pectations of the future (e.g. trends, but also the risks
and opportunities of innovations) in their individual
planning and are thus obliged to continuously adjust
their plans. Prices represent crystallized information,
e.g. on the willingness to pay of demanders. Driven by
the quest for economic benefits or individual utility
maximization, producers strive to attract demand
and cut costs. Strategies to do so include developing
new products and production processes, or improv-
ing the organization of procurement and marketing
channels.

Via relative prices, demand is modified by quanti-
ty effects and substitution effects, whereby new styles
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of consumption can also emerge. Competition, which
continuously leads to the devaluation of convention-
al products or production schemes, generates high
adaptive flexibility and efficiency among producers
through adaptation to demand and the continuous
production of new knowledge. Given constancy or
calculability of political framework conditions and
validity of the liability principle, a long-term orienta-
tion with risk-reducing effect will emerge (Section F
2). This is particularly so if as many of the costs and
benefits of production as possible are integrated in
individual profit and loss planning. These systems
may be viewed as a searching process that can guar-
antee a high degree of self-regulating societal sus-
tainability. Where there is high price flexibility and
mobility, these systems are well able to withstand
shocks and disturbances. However, this robustness
does have its limits. If these limits, which are difficult
to define a priori, are overstepped, a collapse in the
performance of economic systems can occur, with a
corresponding loss of wealth.

Problems arise if discontinuous political signals or
inflationary framework conditions lead to short-term
orientation and over-reactions. Similar effects can oc-
cur if economic systems are overburdened by state
activities, or if an absence of competition leads to a
homogenization of the planning decisions of individ-
ual economic units. If technological lines or specific
forms of behavior (such as consumption habits) then
become dominant in a one-sided fashion, develop-
ment tendencies with higher risk potentials can set
in. To the degree in which globalization and interna-
tionalization lead to the emergence of powerful glob-
al corporate networks, the capability of nation states
to control economic systems, which has already been
low enough in the past, drops further. International
efforts must then create incentive systems that en-
sure greater long-term orientation and a risk-reduc-
ing evolution of knowledge. Such efforts include se-
curing worldwide competition, enforcing the liability
principle, creating stable political framework condi-
tions and reducing inflation risks.

Societies: Are revolutions predictable?
To make it clear from the start: no, they are not.
Nonetheless, there are indeed recurrent regularities
that are quite typical of complex nonlinear systems.
From these, in turn, we may derive indicators of sus-
ceptibility to upheaval.
Individuals, being integrated in a social system, do
not act independently of each other. Prevailing pub-
lic opinion thus becomes a collective phenomenon.
This exhibits aspects of nonlinear dynamics, such as
feedback effects through communication and mass
media, sensitivity to small perturbances (popularity
swings caused by single statements of politicians) or

critical states (such as the major predictive uncer-
tainties attaching to election outcomes in situations
of crisis, with the possibility of political upheaval).

The dynamics are exemplified by the outburst and
extinction of fashionable trends. At first, the time
must be ripe for the trend (critical state).This is often
brought about by novel technical possibilities (such
as cellular phones) or by an image loss of previous
products. To precipitate the wave, it then suffices for
a small group to initiate a self-amplification process.
Beyond a certain degree of product awareness, the
product rapidly becomes standard in the media and
among the public.As the mass media in particular de-
pend upon their clients, more specifically their inter-
ests and preferences, a further amplifying feedback
effect occurs.

This can be transferred to political propaganda,
following similar regularities that are often exploited
in practical politics – destabilizing the system while at
the same time forming a new leadership elite that can
function as agent provocateur. Similarly, but with an
opposite sign, dictatorships strive to control and sup-
press communication – and thus coupling and feed-
back – precisely in order to prevent such critical
states arising.

E 4.1.3
Controlling complex systems: Prospects and limits

Opportunities are in principle available to apply con-
trolling interventions to nonlinear systems before ac-
cumulated errors have become uncontrollable (Shin-
brot et al., 1992; Pyragas, 1992). Permanent control,
even of chaotic behavior, can thus be achieved in
principle. A variety of approaches have been devel-
oped, the best known of which is the OGY method
named after its developers Ott, Grebogi and Yorke
(Ott et al., 1990). Apart from such methods, ‘conven-
tional’ control engineering techniques can often be
applied to influence nonlinear systems (Slotine and
Li, 1991).

Despite many advances and successes in the un-
derstanding and modeling of complex systems, there
are limits. Environmental systems in particular are
very high-, often even infinite-dimensional (continu-
um systems), thus transcending the analytic and nu-
meric capabilities of present science and computer
technology. Conventional control strategies similarly
only function in finite (in particular low-dimension-
al) systems.

Moreover, most environmental systems are only
incompletely known or measurable. The phenome-
non of error amplification discussed above means
that neglected influences may jeopardize the whole
analytical enterprise. Moreover, even if a perfect con-
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trol strategy is available, the selection of the ‘desired’
state may depend upon non-systemic interests. Final-
ly, it needs to be kept in mind that a controlled system
is a new and possibly more complicated system that
may behave differently due to interventions and pos-
sible feedbacks.

A new and promising approach by which to take
into consideration incomplete system knowledge and
the impossibility of long-term prediction is known as
fuzzy logic (Böhme, 1993).With this technique, soft –
‘fuzzy’ – criteria are used to take decisions only for
the immediate next step in order to achieve a global
goal or to prevent a hazardous situation (Schellnhu-
ber and Wenzel, 1998b). Fuzzy logic has proven its
usefulness particularly in such situations where the
system is not described completely or functional re-
lationships between system components are only
known qualitatively. In such situations, fuzzy control
also offers an opportunity to utilize qualitative ex-
pert knowledge for control strategies. This method is
not only suited to control simple technical systems,
but also to manage exceedingly complex systems.

Thus for instance the Bundesbank (the German
Central Bank) strives to avoid economic instability
caused by high inflation rates mainly by means of
evaluating, on the basis of expert knowledge, macro-
economic data and certain actor expectations and
then adjusting interest rates accordingly. This is done
without any completely described model of the over-
all macroeconomic system being available, and with-
out certain knowledge of the long-term behavior of
the system.

All control strategies need a goal formulation
from which at least a short-term target can be de-
fined. This can be, for instance, optimization of a se-
lected target parameter, pessimization in the form of
avoiding high-risk situations or – more in terms of bi-
furcation theory – the unconditional prevention of
undesirable scenarios. A different type of goal would
be to maintain maximum leeway, meaning to aim
only at such states that maintain later options to
move to as many alternatives as possible.The guiding
principle would then be to preserve as many options
for action as possible (Schellnhuber and Kropp,
1998a).

For instance, in the concrete case of climate risks
the costs of risk prevention would have to be bal-
anced against the costs of damage compensation,
with the restriction that the new climate must under
no circumstances transgress intolerable limits. The
goal parameter for optimization would thus be total
costs incurred, which are to be kept as low as possi-
ble. Here, however, we encounter the inaction dilem-
ma that is typical for nonlinear systems, too: through
inaction, which costs the actors nothing, total costs
can be held at zero until the system reaches a discon-

tinuity point, collapses suddenly and suffers very
large damage over a short time – associated with cor-
respondingly large total costs. From a systems per-
spective, a strategy of continuously weighing alterna-
tives and adapting control parameters accordingly is
thus preferable.

At this point, however, it needs to be noted once
more that even with good knowledge of the system a
complex system such as the Earth’s climate can only
be controlled ‘softly’, because, as set out above, long-
term predictions are impossible for complex nonlin-
ear systems. Not only are nonlinearities omnipresent
in systems, but also it is frequently the purportedly
negligibly small effects that lead to the structural di-
versity observed.The progress made in systems mod-
eling has shown that there are common basic types in
the models that transcend the disciplines. Mathemat-
ics and computer simulation have developed suitable
tools for dealing with complex systems. Further, ad-
vanced techniques are being developed and tested.
In the realm of social systems, however, the science is
still nascent – here there is a major need for research.

The theory of complex systems yields, on the one
hand, technological and scientific advances (e.g. high-
performance lasers, turbulence phenomena, granular
materials). On the other hand, it yields the epistemo-
logical realization that, even in the ‘computer age’,
computability and predictability meet natural limits.
The risks associated with global environmental
changes cannot be eliminated by means of advance
computation. This does not render such computa-
tions valueless, but demands the statement of an er-
ror corridor in order to evaluate their quality.Aware-
ness of the unpredictable self-amplification effects
that can be brought about by the most minute distur-
bances or interventions in a system suggests three re-
sponses: cautious action, continuous monitoring of
system states, and maintaining a healthy skepticism
about all long-term forecasts of complex systems.

E 4.2
Syndromes: The risk potential of global change

E 4.2.1
Syndromes as risk generators and amplifiers

It is the opinion of the Council that, as a consequence
of global change, the impacts of environmental risks
will continue to intensify in many regions of the
world. In future, hazard potentials may rise due to
new or intensified hazards. These include extreme
weather events, shifting climate zones (IPCC, 1998),
global population development and worsening soil
degradation. At the same time, the vulnerability of
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many regions is rising, due to worldwide social and
economic changes and the resultant pressures exert-
ed upon societies and ecosystems. The magnitude of
damage caused by natural risks does not depend
solely upon the intensity of geophysical processes,
but also upon the stresses and changes to which the
regional environment is exposed, and upon regional
and social vulnerability to crisis (Sections D 7 and E
2).

To assess these risks, we must consider not only
the present state of a region or society, but also the
question of which additional changes and threats are
emerging from global change. For countries that are
densely populated, poor or already severely stressed
by environmental degradation, even slight impacts
can have fatal consequences, while regions that are
sparsely populated, wealthy or still ecologically intact
are much less vulnerable (Section E 2).

This makes it clear that an assessment of future
global risks must concern itself not only with the di-
mension of the event component (e.g. probability of
occurrence, certainty of assessment), but must also
address possible damage potentials and response ca-
pabilities ‘on site’. The integrated assessment of re-
gional vulnerabilities that this requires is still a
nascent discipline and needs to be improved
(Kasperson et al., 1995).

In the opinion of the Council, the prime problems
of global change that exacerbate worldwide vulnera-
bility to the consequences of man-made and natural
disasters include climate change, the loss of fertile
soils, the decline in biological diversity, the increasing
scarcity of freshwater and the overexploitation of the
oceans (WBGU, 1997a).The rise in (partially human-
induced) natural disasters is also an important mani-
festation of global change – this can be an indirect
consequence of population growth leading to higher
levels of resource consumption, and of increasing mi-
gration or urbanization.

In its previous annual reports, the Council has re-
peatedly noted the difficulties presented to scientific
analysis by the diverse phenomenology of global
change and its complex causal webs. It is urgently
necessary to establish a transdisciplinary research
enterprise oriented to the core problems of global
change, using best available knowledge to identify
and analyze these cross-sectoral problem s (WBGU,
1997a). In this endeavor, the Council has proposed
the syndrome approach as a new strategy and has
successfully utilized it for a variety of research tasks
(WBGU, 1995a, 1997a, 1998a).

Syndromes are typical patterns of problematic
people-environment interactions that can be found
worldwide and can be identified as regional profiles
of damage to human society and ecosystems. They
describe the patterns of damage to global environ-

mental assets, regional ecosystems, social systems
and human health at the level of causative trends
(e.g. rising consumption of raw materials and energy,
increasing traffic volumes or human impoverish-
ment) and their linkages (in the form of amplifica-
tion, attenuation, synergism etc.). From this systems
analysis perspective, it makes a great difference
whether, for instance, the forests of the world are cut
down by small farmers and the landless in order to
sustain their livelihoods (Sahel Syndrome) or by
multinational corporations for reasons of profit max-
imization (Overexploitation Syndrome). For the for-
est, the consequences are identical, regardless of who
logs it for what reasons. But for a scientific research
enterprise seeking to identify cause-effect chains –
and for effective policies to conserve the forests – the
difference is very relevant indeed.

The Council has identified 16 main global change
syndromes, and has already analyzed some of these
in depth (WBGU, 1997a, 1998a).We shall now exam-
ine to what extent the syndromes generate or ampli-
fy global environmental risks, or exacerbate regional
vulnerability to risk. In a first step, we shall briefly
outline the general links between environmental
risks and syndromes. This is followed by a discussion
of the contribution of the syndromes to the genera-
tion of global risks, and their contribution to exacer-
bating regional or global vulnerability to risks. In or-
der to flesh out these deliberations for a concrete ex-
ample and thus to illustrate the suitability of the syn-
drome approach for risk research, we then analyze
climate risks in terms of the syndromes that drive
them or exacerbate regional vulnerability (Section E
4.2.2).We then shift the perspective to focus on a spe-
cific syndrome (the Dust Bowl Syndrome). Here we
discuss which global risks are driven by the pattern of
industrial agriculture, or which vulnerabilities are ex-
acerbated or created thereby (Section E 4.2.3).All in
all, the purpose of this discussion is to highlight how
the system of classification and evaluation of risks
proposed by the Council (Section C) can be support-
ed by use of the syndrome analysis tool that has now
been evolving for some time (Table E 4.2-1).

Syndrome approach and risk analysis
The syndrome approach and risk analysis are com-
plementary scientific tools. We shall use both here to
depict global change and the potentially associated
hazards. A common feature of the two approaches is
that they integrate issues of scientific analysis, evalu-
ation and political decision-making. Both tools are
scientifically founded, value-based and decision-ori-
ented procedures for assessing critical developments
at the interface where society, environment and tech-
nology meet.
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The differences between the approaches are due
to their different origins and the different uses to
which they have been put. Risk analysis, the older
concept, is applied to technical plants, project types,
technologies or technological-organizational sys-
tems. It is used to conduct an assessment of the risk
(expressed as probability of occurrence and magni-
tude of damage) posed by their hazard potential, and
to assist in developing and implementing the neces-
sary risk-reducing measures. The focus lies on tech-
nologies and their potential consequences.

Syndrome analysis, the more recent concept, is
concerned with globally relevant people-environ-
ment interactions that constitute a high risk poten-
tial. These interactions ultimately jeopardize human-
ity’s prospects for sustainable development in the
ecological, economic and social realms. Syndromes
are descriptions of global damage in the form of pro-
totypical damage patterns. Due to the quantity of in-
dividual types of damage involved and the diversity
of driving forces (trends) aggregated in a syndrome,

the syndrome approach operates with a far more
complex concept of risk than technical risk analysis
does.
• There are global trends that increase the probabil-

ity of occurrence of global risks; these include the
growing number of large-scale technical projects,
growing traffic volumes or industrialization.

• Other trends suggest an increased worldwide
damage potential; these include the growth of
physical assets, urbanization or population.

• Some trends point towards a simultaneous rise in
the probability and potential magnitude of dam-
age; these include the application of technological
knowledge.

• Syndromes frequently operate with trends that in-
volve mounting damage, e.g. increasing air pollu-
tion, soil erosion or mounting damage to human
health.

• Syndromes also include individual trends that
have a risk-attenuating effect; these include the
growth of environmentally sound patterns of pro-

Syndrome (groups) Characterization

‘UTILIZATION’ SYNDROMES

Sahel Syndrome Excessive claims upon a marginal resource basis
that is essential to reproduction

Overexploitation Syndrome Conversion to other uses or overexploitation of
forests and other ecosystems

Rural Exodus Syndrome Environmental degradation caused by abandonment 
of traditional forms of land use

Dust Bowl Syndrome Non-sustainable industrial management of soil and
water resources

Katanga Syndrome Environmental degradation caused by extraction of
non-renewable resources

Mass Tourism Syndrome Development of and damage to near-natural areas for
recreational and adventure purposes

Scorched Earth Syndrome Environmental degradation through military activities

‘DEVELOPMENT’ SYNDROMES

Aral Sea Syndrome Environmental damage caused by large-scale projects
aimed at restructuring natural landscapes

Green Revolution Syndrome Environmental degradation caused by the introduction
of site-inappropriate farming methods

Asian Tigers Syndrome Neglect of environmental standards in the course of
highly dynamic economic growth

Favela Syndrome Environmental degradation caused by uncontrolled 
urbanization

Urban Sprawl Syndrome Landscape degradation caused by planned urban and 
infrastructure expansion

Major Accident Syndrome Singular anthropogenic environmental disasters with
longer-term impacts

‘SINK’ SYNDROMES

Smokestack Syndrome Environmental pollution caused by long-range, diffuse
dispersal of mostly persistent substances

Waste Dumping Syndrome Appropriation of environmental space through the 
controlled and uncontrolled dumping of wastes

Contaminated Land Syndrome Local contamination of environmental media,
mainly at industrial locations

Table E 4.2-1
Syndromes of global change.
Source: WBGU
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duction and consumption, or the improvement of
pollution control.

• In some instances, it is not clear whether a trend
will have a risk amplifying or attenuating effect;
these ambivalent trends include medical progress,
the increased application of biotechnology and ge-
netic engineering, or automation/mechanization.

• The syndrome approach also embraces the dimen-
sion of subjective risk perception, e.g. growing en-
vironmental awareness or sensitization to global
problems.

Syndromes as generators of global
environmental risks: The example of
nuclear energy
Classic risk analysis speaks out loud and clear where
it is a matter of assessing individual probabilities of
occurrence and magnitudes of damage. It is silent,
however, where the issue is one of root causes,
framework conditions and linkages of risks among
each other.This is where syndrome analysis comes to
the fore. It is particularly useful where it is a matter
of qualifying damage dynamics and ascertaining
causal pathways.

In the following, we outline the application of this
tool to the risks presented by the utilization of nu-
clear energy (a Damocles-type risk), which are char-
acterized by a very low probability in conjunction
with a high catastrophic potential. Classic risk analy-
sis already ends at the question of the socio-technical
genesis of the nuclear energy risk. Risk analysis also
says little about the systemic characteristics of a re-
gion that does not utilize nuclear energy itself but,
due to its high vulnerability, is particularly severely
affected if damage occurs. Here syndrome analysis
can extend the field of inquiry. The causal complexes
of the nuclear energy risk involve a series of syn-
dromes:
• Katanga Syndrome. Uranium mining can lead to

local radioactive contamination; this syndrome
thus contributes to increasing the global nuclear
energy risk (on the resource extraction side).

• Scorched Earth Syndrome. This helps to identify,
in connection with other risk factors, the hazards
of radioactive contamination resulting from con-
flicts escalating to the point at which military force
is used, or terrorist attacks.

• Asian Tigers Syndrome.An important characteris-
tic of this syndrome is the rapidly growing energy
demand that it entails. This is frequently met by
expanding nuclear energy. If, however, this is de-
veloped all too hectically and attention is focused
all too narrowly upon energy growth, it may often
happen that too little attention is given to safety
requirements. This is particularly so if power
plants have low technical standards.

• Urban Sprawl Syndrome. Modern urban lifestyles
lead not only to the functional and spatial separa-
tion of work, housing and shopping (and thus to
urban sprawl and rising traffic volumes), but also –
in conjunction with high material and energy
throughputs and rising human aspirations – to ris-
ing energy demand. Unless behavior changes (en-
ergy conservation) or technical alternatives are
implemented (renewable sources of energy), this
syndrome, which prevails above all in the industri-
alized countries, promotes the use of energy gen-
eration facilities with high energy densities. Nu-
clear power plants are prototypical of such facili-
ties.

• Major Accident Syndrome. A central trend of this
syndrome is the mounting technological risk that
resides in the use of technologies that are complex
and potentially hard to control. This is above all
the case where technical and organizational stan-
dards are lowered or are no longer applied appro-
priately.

• Waste Dumping Syndrome. The final storage of
highly radioactive process wastes is a particularly
hazardous aspect of the utilization of nuclear en-
ergy. After the disposal of radioactive wastes, a
persistent risk of the release of radioactivity will
remain that depends upon the safety standards ap-
plied.

• Contaminated Land Syndrome. Decommissioned
nuclear power facilities present a further risk com-
ponent. This syndrome covers the environmental
hazards engendered by situations in which the
products of the anthropospheric metabolism of
past development phases emerge as a problem for
present societies.

Syndromes, being global patterns, cannot explain in
concrete terms why an accident in reactor x of type y
at location z occurred. What syndromes can do is to
make an important contribution to explaining why
the global risk of nuclear energy has arisen, why it
has spread, which cause-effect relationships prevail
and which further risks may result in connection with
the utilization of nuclear energy.

Syndromes as generators of global
environmental risks: The example of
infectious diseases
Infectious diseases (a Cyclops-type risk) have causal
links with the following syndromes:
• Mass Tourism Syndrome. Due to growing volumes

of mass tourism worldwide, pathogens are able to
spread rapidly and over long distances. Many peo-
ple in the tourism countries of origin are not vac-
cinated against these pathogens, which are un-
known to their immune system.

• Scorched Earth Syndrome. This refers to the dan-
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ger of epidemics being caused by the deliberate
spread of pathogens (bacteriological weapons) in
military conflicts (e.g. Iraq in the first and possibly
also in the second Gulf War).

• Aral Sea Syndrome. The construction of large
dams exacerbates the risk of infectious disease be-
cause, depending upon geographic location and
ecological conditions, large bodies of stagnant wa-
ter promote the spread of water-related diseases
(e.g. schistosomiasis; WBGU, 1998a).

• Favela Syndrome. High population density, poor
infrastructure (in particular water supply and
wastewater disposal), high levels of poverty and
political failure are the main characteristics of this
syndrome, which is prevalent above all in the ur-
banization of Africa, Asia and Latin America
(WBGU, 1998a).

• Waste Dumping Syndrome. Everywhere in the
world, there are deposits for wastes of all kinds,
from which infectious diseases can spread rapidly.

Here, again, syndrome analysis is not intended to
substitute concrete case analysis. Rather – by cover-
ing the ground left open by isolated case studies and
abstract world models bare of cultural differentiation
– it aims to identify globally relevant patterns that in-
crease probabilities, damage potentials or vulnerabil-
ities to worldwide risks.

Vulnerabilities resulting from global
change
The amplification of global environmental risks can
also result from higher vulnerability to one and the
same hazard. The concept of vulnerability refers to
modified damage potentials, above all at the regional
level, that result from greater susceptibility or dimin-
ished preventive or reactive capabilities due to inad-
equate risk or disaster management (Section E 2).
Vulnerability is a regional complex embracing both
biogeographical endowments and economic, social
or other anthropogenic structures. The concept cen-
ters on the people directly affected in the region
(Table E 4.2-2).

The Scorched Earth Syndrome intensifies vulnera-
bility to all types of risk. Infectious diseases, the re-
lease of contaminants, the legacy of mines in fields
and roads, and floods caused by broken dams are all
typical manifestations of war. In addition to this

generic syndrome, other syndromes of global change
impact upon vulnerability in the specific types of area
listed in Table E 4.2-2.

The examples of the hazards posed by the utiliza-
tion of nuclear energy or the failure of large dams il-
lustrate that Damocles-type environmental risks are
present worldwide in ‘marginal’ urban areas, too.
‘Marginal’ does not mean remote, but socio-econom-
ically disadvantaged and often overburdened by ur-
banization processes. The Favela Syndrome is a typi-
cal correlate of urbanization.This syndrome involves
unplanned urbanization with a high proportion of in-
formal settlements, poverty and characteristic envi-
ronmental and health hazards. Not even minimum in-
frastructural standards are achieved for reactive, not
to mention proactive disaster management. This is
compounded by the circumstance that risk-prone in-
dustries often locate at these sites, moreover exerting
a further pull upon the rural, mostly underprivileged
population.

Rural ‘marginal’ areas are characterized by low
socio-economic – and also natural physical-geo-
graphical – tolerance to stress. The Sahel Syndrome
that typically appears here relates to marginal sites
where the rural poor and segments of the population
at risk of marginalization jeopardize the natural
bases of reproduction due to a lack of alternatives.
The problems to which the population is exposed in-
clude mounting poverty, rural exodus, rising suscepti-
bility to food crises and increasing frequency of po-
litical and social conflicts over scarce resources. The
consequences can extend to the desertification and
destruction of the marginal areas, entailing great
risks to society and ecosystems. Through these
processes, the Sahel Syndrome exacerbates vulnera-
bility.

The specific vulnerability of ‘developed’ urban ar-
eas differs greatly from that of the two previous ex-
amples. Nonetheless, here, too, high vulnerability pre-
vails due to high population density, settlement and
production structures and highly developed trans-
port infrastructure. High mobility can greatly raise
the speed at which infectious diseases spread. The
high concentration of man-made assets entails a very
large damage potential for risks of the Damocles (e.g.
the Kobe earthquake in January 1995) or Cyclops
class.

Geographic typology Syndromes that heighten vulnerability

Marginal urban areas Favela Syndrome, Scorched Earth Syndrome

Developed urban areas Urban Sprawl Syndrome, Aral Sea Syndrome

Marginal rural areas Sahel Syndrome, Scorched Earth Syndrome

Developed rural areas Dust Bowl Syndrome, Rural Exodus Syndrome,
Scorched Earth Syndrome

Table E 4.2-2
A typology of syndrome
vulnerability. Terms are
explained in the text.
Source: WBGU
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The vulnerability of ‘developed’ rural areas, which
are mainly in agriculturally favorable locations, is in-
fluenced particularly by the Dust Bowl Syndrome.
This relates to environmental damage caused by non-
sustainable use of soil or water resources as factors of
biomass production with high inputs of energy, capi-
tal and technology. The short-term aim of such pro-
duction systems is to harvest the maximum possible
yields on the available area. In many instances, es-
sential long-term environmental aspects are subordi-
nated to this aim. The Dust Bowl Syndrome also
refers to similarly motivated forms of forestry (e.g.
clear-cutting with subsequent planting of rapidly
growing monocultures, without regard to soil quality
or biodiversity loss) or aquaculture (eutrophication
and destruction of coastal ecosystems). The charac-
teristic inputs, such as high-yielding varieties, agro-
chemicals and mechanization, while forming the ba-
sis for modern industrial biomass production, gener-
ate great vulnerability to Cyclops- or Pandora-type
risks. Due to the high damage potential and the lack
of available or realizable preventive measures, the
risk can scarcely be controlled.The emergence of the
Dust Bowl Syndrome is often accompanied by the
Aral Sea Syndrome. High irrigation requirements,
particularly in climatically less favorable regions,
have led to many dams being built worldwide, which
increase vulnerability in productive rural regions in
particular (WBGU, 1998a).

E 4.2.2
Climate risks and global change syndromes

In the following, we discuss the interactions between
the syndromes of global change and the risks posed
by climate change. In particular, we examine the ex-
tent to which the presence of the syndromes might
modify the probability of occurrence or the damage
potential of the climate risks.

Linkages between climate change and
syndromes
The Council’s 1996 annual report provided first indi-
cations of the connection between global change syn-
dromes and climate change (WBGU, 1997a). This
identified a link for seven syndromes, namely
• In the ‘utilization’ group the Overexploitation and

Dust Bowl Syndromes,
• In the ‘development’ group the Aral Sea, Asian

Tigers, Favela and Urban Sprawl Syndromes, and
• In the ‘sink’ group the Smokestack Syndrome

(WBGU, 1997a).
This spread across the three syndrome groups is il-
lustrative of the complex way in which climate
change intermeshes with other problems of global

change. Climate change is thus the outcome of many
developments – the inappropriate utilization of nat-
ural resources, non-sustainable development
processes and inappropriate ways of disposing of the
effluents of human society. While climate change is
on the one hand a consequence of human-induced
environmental changes, it also generates impulses
that can attenuate or amplify regional disposition
and exposure to syndromes. If, as in the case of the
Sahel Syndrome, vegetation cover recedes due to
overexploitation, this not only increases the desertifi-
cation risk in semiarid regions, but the altered albedo
also changes the regional climate. The Sahel Syn-
drome can thus intensify human-induced climate
change. Conversely, global climatic changes can in-
fluence regional precipitation regimes such that pre-
viously favorable locations become marginal. In-
creasing drought frequency can then bring on the Sa-
hel Syndrome.

It follows that the global change syndromes iden-
tified by the Council can be viewed from two per-
spectives: their contribution to climate change and
their sensitivity to climate change. The Sahel and
Rural Exodus Syndromes count among the people-
environment interactions that are sensitive to cli-
mate change (Fig. E 4.2-1). On the other hand, the
Smokestack and Asian Tigers Syndromes are mecha-
nisms that exert a particularly strong influence upon
climate change. The Green Revolution and Dust
Bowl Syndromes, in turn, both contribute to and are
affected by climate change.

The contribution of syndromes to the
probability of occurrence of climate risks
The assessment of the influence of the syndromes
upon the risks of climate change is hampered by the
wide range of intersecting causal relationships in
space and time. Human-induced climate change
(Smokestack Syndrome) amplifies the risk of ex-
treme events, such as storms, sea surges, flooding,
drought or large-scale fires. Moreover, it is to be ex-
pected that climatic zones shift over the long term.
This entails the further risk of spreading ranges of
diseases and pests, and can jeopardize global food se-
curity (Section E 3.2). Direct and indirect inputs of
substances to the environmental media can further
imply existential hazards to coastal and forest ecosys-
tems.

As the Smokestack Syndrome not only acceler-
ates global warming but is also responsible for the
more regional impacts of trace gases and the local
contamination of soils, water and air, it is a pattern of
people-environment interactions that exerts a major
influence upon the probability of occurrence of the
damaging events associated with the risks of climate
change.
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The Asian Tigers, Urban Sprawl, Green Revolu-
tion, Overexploitation, Dust Bowl and Mass Tourism
Syndromes also contribute to rising levels of green-
house gases in the atmosphere. Thus, they, too,
heighten the probability of occurrence of the climate
risks set out above.

In addition to their global effects, the Overex-
ploitation, Green Revolution, Dust Bowl, Urban
Sprawl and Aral Sea Syndromes can also heighten re-
gional and local climate risks. Large-scale morpho-
logical changes caused for instance by clear-cutting,
desertification, groundwater drawdown or land-use
changes can exert strong influences upon regional
climate and thus upon the probability of occurrence
of climatic risks.

However, it is scarcely possible to quantify this
form of risk amplification. Precise statements on the
probability of occurrence of climatically hazardous
constellations would require a considerably better
knowledge of climate change and its coupling with
global change syndromes than is available at present.
Section E 4.1 has already discussed the effects, in
complex interconnected systems, of systemic coinci-
dences which can already be identified but not yet
sufficiently explained.

Moreover, the effects of the syndromes and of nat-
ural climate variability upon the risks of climate
change frequently operate in parallel, so that it is
scarcely possible to assign probabilities to one or the
other. While it can be said of the above syndromes
that they exert a risk-amplifying effect in the stated
fashion, this effect remains unquantifiable.

The contribution of syndromes to the
damage potential of climate risks
Global change syndromes not only amplify probabil-
ities of occurrence, but they can also intensify the

damage potential of climate risks.This is exemplified
by the Sahel,Waste Dumping and Favela Syndromes.
If marginal areas are managed non-sustainably and
the limits to carrying capacity are approached, the
Sahel Syndrome intensifies the damage potential as-
sociated with climate risks because of the absence of
natural resilience to suddenly occurring extreme
weather events. Brief bouts of extreme rainfall can
then devastate the livelihoods of many people at one
blow.

The particular problem of the Waste Dumping
Syndrome is the localization, concentration and ac-
cumulation of contaminants. This results in contami-
nant combinations that can be blown through the air
to nearby settlements or flushed out of the immedi-
ate landfill area by extreme weather events. This can
damage soils and potable water resources to such a
degree that parts of such settlements are rendered
uninhabitable and considerable health hazards are
generated.

The Favela Syndrome is typified by high popula-
tion density in conjunction with poor infrastructure.
Climatically conditioned damaging events (e.g. land-
slides after heavy rainfall, or earthquakes) can gener-
ate very large damage. It is a prominent feature of the
Favela Syndrome that it not only amplifies the dam-
age potential, but also the probability of occurrence
of climate risks (urban heat islands).

E 4.2.3
The risks of the Dust Bowl Syndrome

Syndrome analysis distinguishes three clinical pic-
tures or syndromes associated with agriculture: the
Sahel Syndrome, stemming from the poverty-driven
overexploitation of marginal sites (WBGU, 1997a),
the Green Revolution Syndrome that can result from
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the introduction of inappropriate agricultural tech-
nologies in developing countries (WBGU, 1998a)
and the Dust Bowl Syndrome (Plöchl, 1997). The lat-
ter refers to the natural physical-geographical conse-
quences of the industrialized farming practices that
have emerged in the context of the evolution of na-
tional and international markets.

These non-sustainable farming practices can lead
to substantial environmental damage. Types of dam-
age include changes in the hydrological regime, eu-
trophication and contamination of surface water and
groundwater reservoirs, the loss of biological diversi-
ty, the accumulation of pesticides in the food chain
with resultant health impacts and the emission of
greenhouse gases.

The Dust Bowl Syndrome occurs not only in de-
veloping and newly industrializing countries, but also
in industrialized nations, where the displacement of
labor from agriculture through rising labor produc-
tivity plays a major role.

The central trend of the Dust Bowl Syndrome is
the intensification of agriculture, which, via interac-
tions with various spheres, leads to the degradation
of the natural bases of production (Fig. E 4.2-2).
Agricultural intensification is driven by economic
developments in conjunction with technological ad-
vances.This is underlain by rising aspirations and the
spread of western lifestyle and consumption patterns.
A number of the trends involved contribute signifi-
cantly to amplifying a variety of central risks:
• The use of high-yielding crop varieties is typical of

agricultural intensification in the Dust Bowl Syn-
drome. Recently, these varieties have been devel-
oped by genetic modification.

• The syndrome heightens the climate risk, notably
through methane emissions in animal husbandry
and wet rice cultivation, and through N2O emis-
sions from the intensive application of mineral fer-
tilizers and organic manure. In addition to intensi-
fication, expansion of agriculturally utilized areas,
with the associated conversion of forest ecosys-
tems to agricultural uses, plays an important role.
Taken together, agriculturally related emissions
presently account for about 30% of the total an-
nual growth in human-induced radiative forcing.
Of this, a considerable proportion is attributable
to the Dust Bowl Syndrome.

• The Dust Bowl Syndrome is frequently associated
with intensified irrigation. In the USA, for in-
stance, the area of irrigated cropland doubled be-
tween 1940 and 1970. In order to supply this water,
major dam projects were constructed in the west-
ern USA (e.g. regulation of the Colorado river).
The syndrome thus contributes to the risks en-
tailed by the construction of dams (Aral Sea Syn-
drome, cf. Section D 2 of the Council’s previous

annual report: WBGU, 1998a).
• Mechanization and the use of high-yielding vari-

eties necessitate the application of large quantities
of pesticides, which contribute substantially to the
risk posed by persistent organic pollutants
(POPs).

An amplification of the above risks must be expect-
ed in regions where the Dust Bowl Syndrome occurs.
Fig. E 4.2-3 gives a global overview of the present in-
tensity of the syndrome. Syndrome intensity is a func-
tion of the following basic indicators:
• Degree of degradation caused by arable farming,
• Degree of degradation caused by cattle breeding,
• Degree of agricultural labor productivity and of

world market orientation.
With syndrome analysis, we can identify not only the
areas in which the Dust Bowl Syndrome is already
prevalent, but also those regions that are at risk. For
this purpose, a preliminary analysis of regional dis-
position to the Dust Bowl Syndrome has been per-
formed. This is based on a global survey of agricul-
turally favorable sites and of the essential factor of
accessibility for agricultural use. Comparison of the
findings of this survey with the intensity map permits
identification of the regions at risk of contracting the
Dust Bowl Syndrome. These include the rainforest
areas of Brazil, Venezuela, Central America, Mexico
and Papua New Guinea. In Africa, the southern parts
of Nigeria, Ghana and Côte d’Ivoire are at risk, as are
parts of Congo. In some countries currently afflicted
by the Green Revolution Syndrome, a transition to
the Dust Bowl Syndrome appears possible (Indone-
sia, Bangladesh, Sri Lanka, Vietnam and Myanmar).

E 4.2.3.1
Quantitative assessment of the risks generated by
the Dust Bowl Syndrome

The damage potential of the Dust Bowl Syndrome
can be disaggregated into different components. One
of these is the damage potential that results within
‘Dust Bowl regions’ themselves due to already oper-
ating mechanisms.This potential comprises effective,
contingent and compensation damage to the agricul-
tural sector (Section C 2).A further component is the
damage potential that may be amplified in other re-
gions by the Dust Bowl Syndrome. Finally, those
forms of secondary damage need to be assessed that
can arise through the conversion of natural ecosys-
tems to ‘Dust Bowl agriculture’.

The risk of damage to the agricultural
sector due to the Dust Bowl Syndrome
The intensity map of the Dust Bowl Syndrome (Fig.
E 4.2-3) is based in part upon the assessment of the
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hazardousness of agricultural management practices
expressed in the syndrome-specific network of inter-
relations by the trends of soil compaction, erosion,
groundwater drawdown, contamination and saliniza-
tion. The intensity determined on this basis can thus
be interpreted as a probability that, if present pro-
duction methods are retained, the natural bases of
agricultural production will be severely impaired by
the Dust Bowl Syndrome in the future (over a long-
term horizon). Quantifying the effective damage po-
tential requires precise knowledge of the value of the
endangered natural and man-made assets. In addi-
tion to the fact that favorable agricultural soils have
substantial qualitative differences, assessment of the
effective damage potential is hampered by the cir-
cumstance that even if the agricultural ‘medium of
production’ is completely lost other uses remain pos-
sible (e.g. as settlement area).The natural physical as-
set value (natural capital) of the soil, as has been
identified e.g. by Costanza et al. (1997) must thus be
distinguished from the anthropogenic physical asset
value (cultivated and infrastructurally developed
soils). Its quantification presents major difficulties.
However, physical asset value is in any case of only
minor significance as a measure of the damage po-
tential of the Dust Bowl Syndrome; the main damage
potential results from the utility value of favorable
soils.

This potential is a function of the lost utility of the
soil (contingent damage). The Dust Bowl Syndrome
can lead to farming being hampered or productivity
declining. In the worst case, the soil will not be able to
be cultivated at all, so that the lost utility corresponds
to the market value of all agricultural produce that
could have been harvested without the harmful ef-
fects of the Dust Bowl Syndrome. The contingent
damage potential is also an indirect measure of the
effective damage potential, as it can be assumed that
comparatively high yields can be produced on very
fertile soils.

The compensation damage associated with the
Dust Bowl Syndrome, which is a function of the con-
sequences of lost utility caused by the syndrome, is
very hard to assess (as it depends greatly upon the
appraisal of the substitutability of natural bases of
production). We therefore take contingent damage
as the basis for the following risk assessment. The
damage potential of the Dust Bowl Syndrome is ex-
pressed as lost utility, i.e. as yield loss. On the basis of
FAO and WRI (World Resources Institute) figures,
the shares of industrial agriculture in the gross na-
tional product of 159 countries were determined for
the year 1993. In order to be able to distinguish the
damage potential of the Dust Bowl Syndrome from
that of the Green Revolution Syndrome, the share of
grain production in agricultural value added was de-
ducted for those 18 of the 159 countries whose indus-

Syndrome intensity

Low

Syndrome is not active

High

Figure E 4.2-3
Intensity of the Dust Bowl Syndrome.
Source: QUESTIONS project; Plöchl, 1997
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trial agriculture is of the Green Revolution type
(WBGU, 1998a).The grain production of these coun-
tries mainly serves the domestic supply and is thus
generally not available to the market for agricultural
produce.

The damage potential calculated in this fashion
was then multiplied by the intensity values of the
Dust Bowl Syndrome (whereby, in a first approxima-
tion, the specific national damage potential was dis-
tributed evenly across the agriculturally utilized area
of each nation).

This analysis shows that the largest absolute risks
per hectare arise in the EU, Japan, Thailand, Sri Lan-
ka and Ukraine, and in parts of Indonesia, Malaysia
and Guatemala (Fig. E 4.2-4). If we place the nation-
al Dust Bowl risk in relation to national gross do-
mestic product, we receive a country ranking as
shown in Table E 4.2-3.This provides an indication of
the relevance of this risk to the respective national
economies.

It is striking that the ten most critical countries in-
clude five of the former Eastern Bloc. In these tran-
sition economies, the combination of environmental-
ly hazardous agricultural practices and the present
collapse of the industrial sector generates a signifi-
cant hazard. We find a similar picture in a number of
developing economies that are dependent to a signif-
icant degree upon cash crops. If agricultural practices
are not modified soon, these countries will run a par-

ticularly high risk of devastation to their economies
caused by the destruction of their natural bases of
production ( Box E 4.2-1).

The risk of damage to natural ecosystems
due to the spread of the Dust Bowl
Syndrome
In the Dust Bowl Syndrome, ‘problematic’ land uses
pass through two phases: starting with an almost en-
tirely natural state of a region that is assumed to be

Degradation risk
[US-$ PPP ha-1 a-1]

0 120 180

No risk

400

No data

Figure E 4.2-4
The risk posed to the agricultural sector by the Dust Bowl Syndrome.
Source: QUESTIONS project

Country Dust Bowl risk as a percentage 
of gross domestic product
[% GDP]

Georgia 28.5
Moldova 11.3
Sri Lanka 11.3
Guatemala 9.9
Romania 9.0
Bulgaria 8.2
Thailand 8.0
Armenia 7.2
Vietnam 7.1
Ecuador 6.2

Table E 4.2-3
Countries particularly endangered by the Dust Bowl risk in
terms of potential damage to the agricultural sector.
Source: QUESTIONS project
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disposed to the syndrome (WBGU, 1997a), causal
factors can initially bring on the syndrome-specific
development (exposition). Both syndrome initializa-
tion and the ensuring syndrome dynamics are associ-
ated with damage to natural ecosystems. In the fol-
lowing, we assess the damage and its risk character

generated by land-use change at the onset of the
Dust Bowl Syndrome.

The damage caused by the use of natural areas for
arable or livestock farming can be characterized as a
loss of functions of the natural ecosystem concerned.
In the broadest sense, such functions include

Box E 4.2-1

Environmental degradation as a risk to
international security?

One of the frequently cited risks of global change is that of
‘environmental wars’, meaning violent conflicts between or
within states caused at least in part by environmental degra-
dation and natural resource scarcities (Bächler et al., 1996;
Calließ, 1995; Carius et al., 1998). In collaboration with the
Potsdam Institute for Climate Impact Research (PIK), the
Heidelberg Institute for International Conflict Research
(HIIK) and the Ecologic institute in Berlin, an effort has
now been made to apply the syndrome approach to empiri-
cal peace and conflict research (Biermann et al., 1998a, b).
Findings of syndrome analysis were linked with data records
of the Heidelberg KOSIMO database in order to test to
what extent individual syndromes of global change correlate
with violent and non-violent interstate and intrastate con-
flicts. KOSIMO, a conflict simulation model, is an approach
to conflict analysis developed in 1988–1991 at the Heidel-
berg Institute for Political Sciences (Pfetsch, 1991, Pfetsch
and Rohloff, 1998; Rohloff, 1998); since 1991, the data
records have been continuously updated and evaluated by
the institute in cooperation with HIIK.

With this approach, linking syndrome analysis and con-
flict theory, a first step is to identify 'critical environmental
constellations'. This is done independently of empirically
observed conflicts. In a second step, these constellations are
matched with real cases of conflict. While, due to its global
perspective, the approach is neither able to fully explain nor
forecast individual conflicts, it is able to identify significant
global correlations between individual symptoms of global
change and conflicts. This has been undertaken in detail for
the Aral Sea Syndrome and the Sahel Syndrome (Biermann
et al., 1998a, b).

In the context of research on the Aral Sea Syndrome, the
analysis of critical upstream-downstream riparian situations
worldwide revealed that there is indeed a statistically signif-
icant connection between natural physical-geographical in-
terdependencies, relatively constrained per capita water re-
sources and international conflicts. However, due to the low
total number of conflicts over water and an array of special
conditions, this finding needs to be interpreted cautiously
(Table E 4.2-5). While in some of the cases analyzed, water
conflicts can indeed be identified, this is often explainable by
other influencing factors (notably the cases of the wars be-
tween India and Pakistan, and those between Israel and the
Arab states), not by the critical water constellation as such.
It is above all these other influencing factors that have led to
or have precipitated the outbreak of conflict over the rela-
tively scarce water resource. Such factors include regional
policies motivated by security interests (Turkey/Kurdistan),
an isolated regime willing to engage in conflict such as Su-
dan or an ongoing interstate conflict (Israel/Jordan,
India/Pakistan). Where such special influencing factors do
not prevail, it can be found, at least at present, that compa-
rably critical constellations are usually resolved coopera-
tively.

The analysis of the Sahel Syndrome shows that the emer-
gence of the syndrome correlates strikingly with violent in-
trastate conflict. Of course this correlation provides no
causal explanation, as an existing intrastate conflict may well
have influenced the outbreak of the syndrome. Nonetheless,
global analysis using a syndrome-analysis-cum-conflict-the-
ory approach is able to identify a distinct connection be-
tween the emergence of the Sahel Syndrome and violent in-
trastate conflicts.

Interdisciplinary refinement of the approach promises a
more detailed and differentiated analysis. This will be valu-
able to highlight more clearly the most strongly correlating
variables at the interface between environment and securi-
ty, and thus to make an improved methodological and em-
pirical contribution to the debate.

Upstream Downstream xo xu xtotal Water conflict

Israel Jordan 1.000 1.000 1.000 Water conflict
Ukraine Moldova 0.335 1.000 0.655
Algeria Tunisia 0.742 1.000 0.637
India Pakistan 0.000 1.000 0.500 Water conflict
Afghanistan Pakistan 0.000 1.000 0.500
Iraq Kuwait 0.000 1.000 0.500
Sudan Egypt 0.000 1.000 0.500 Water conflict
Turkey Syria 0.000 0.946 0.473 Water conflict
Afghanistan Uzbekistan 0.874 0.393 0.368
Oman United

Arab
Emirates 0.335 1.000 0.353

India Bangladesh 0.698 0.367 0.312 Water conflict
Belarus Ukraine 0.000 0.616 0.308
North Korea South Korea 0.000 0.971 0.269
Austria Czech Republic 0.000 0.477 0.238
Syria Iraq 1.000 0.236 0.236 Water conflict

Table E 4.2-5
The 15 most critical
upstream-downstream
constellations worldwide.
x(u): criticality of the
dependence of the upstream
state upon the water flowing
to the downstream state.
x(d): criticality of the
dependence of the
downstream state upon the
incoming water.
x(total): total criticality.
‘Water conflicts’ are
identified on the basis of
quantitative and qualitative
KOSIMO data.
Source: Biermann et al.,
1998a, b



210 E Integrated risk analysis

• Contributions to biogeochemical cycles,
• Functions of biological diversity,
• Stabilizing effects upon regional morphology,
• Climate regulation,
• Cultural functions, and
• Recreational functions.
In principle, agriculturally utilized areas can fulfill
similar functions, although in a manner that is great-
ly modified (e.g. climate and gas regulation) or re-
duced (e.g. biodiversity, recreational value). It ap-
pears expedient here to view the functional losses
arising from conversion as non-compensable. This
appears particularly suitable for the Dust Bowl Syn-
drome as an expression of capital-intensive agricul-
tural use, which is associated with a most far-reaching
loss of ecosystem functions.

To assess the value of the ecosystem functions lost
due to conversion, we take recourse here to the work
of Costanza et al. (1997), who, on the basis of a com-
prehensive desk review of the literature, have under-
taken a monetarization of these functions. Specific
monetary values are assigned to the tropical and bo-
real forests, grassland/rangeland and wetlands. Sev-
enteen categories of ecosystem functions are consid-
ered. Although the work of Costanza et al. has been
hotly debated and the Council has previously voiced
its reservations concerning attempts to completely

monetarize the utility of nature (WBGU, 1994), the
valuations made here are considered to be adequate-
ly founded and thus sufficient for the purposes of the
present discussion, at least as regards their distribu-
tion and magnitude. One problematic point is the
statement of global average figures, as this makes it
impossible to distinguish between local and global
ecosystem services (water filtration by wetlands be-
ing an example of the former, climate regulation of
the latter). Nor are these ecosystem services placed
in relation to contingent or effective demand, al-
though this is important in the context of the willing-
ness-to-pay approach taken by Costanza et al.The re-
sults of the valuation exercise must therefore be
viewed as a first and fairly rough approximation. Ac-
cording to Costanza et al. (1997) the ecosystem func-
tion value of a tropical forest amounts to US-$ 2,007
ha-1 year-1, that of a boreal or temperate forest is US-
$ 302 ha-1 year-1, that of marshland or mangroves is
US-$ 9,900 ha-1 year-1, that of swamps or flats is US-$
19,580 ha-1 year-1 and that of grassland or rangeland
is US-$ 232 ha-1 year-1 (all figures are for 1994).

It is striking that beside tropical forests, it is in par-
ticular the wetlands to which a high value is assigned.
While tropical forests are important for global nutri-
ent metabolism and climate regulation, the high val-
ue of wetlands is due to their filter and regulation

Conversion risk
[1994 US-$ ha-1 a-1]

0 440 730

No risk

2000

Figure E 4.2-5
The risk of the spread of the Dust Bowl Syndrome in regions that have a disposition to the syndrome. The figure gives a
logarithmic presentation of the indicator, i.e. with greater differentiation of the small and medium values. Risks larger than
US-$ 2,000 ha-1 year-1 are not specifically color-coded – in some regions of South-East Asia, a maximum value of US-$ 19,580
ha-1 year-1 is reached.
Source: QUESTIONS project
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function. These data for biogeographical units are
used in the following together with a global ecosys-
tem classification (Olsen et al., 1985) to map the val-
ue of ecosystem functions.This is the value that is lost
when an area is converted to agricultural use, and is
thus the potential damage of a ‘Dust Bowl use’.

To assess the probability with which a largely nat-
ural ecosystem is converted into an agriculturally uti-
lized area, we must determine the syndrome disposi-
tion. Disposition is an expression of the probability
of a syndrome occurring at any point in time.The dis-
position index is a function of the assessment of fa-
vorable agricultural sites (Cassel-Gintz et al., 1997)
and of accessibility (Cassel-Gintz, 1997) as an indica-
tor of market proximity. However, we must keep in
mind here that this approach also includes such re-
gions that are in fact already afflicted by the syn-
drome. We must therefore exclude from the global
distribution of disposition those regions in which the
syndrome is already prevalent.We thus gain a first as-
sessment of the global distribution of the probability
of a transition from a largely natural ecosystem to
‘Dust Bowl Syndrome agriculture’. By multiplying
the two indexes we receive an initial global assess-
ment of the conversion risk of the Dust Bowl Syn-
drome, and thus also of the loss of ecosystem func-
tions.

The risk of ecosystem function loss is high for the
remaining wetlands (Table E 4.2-4).With damage po-
tentials of US-$ 500–900 ha-1 year-1, a number of bo-
real regions around Hudson Bay and in western
Siberia are also exposed to considerable risk. Due to
their low agricultural potential and thus low disposi-
tion, these regions correspond to the classic type of
risk: a high damage potential in conjunction with a
relatively low probability of conversion.

It not being purposeful to aggregate the conver-
sion risk at the national level, as damage cannot be
separated between the ‘local’ and ‘global’ levels, a
comparison of global conversion and degradation
risks suggests itself. Here we find that the global con-
version risk entailed by the spread of the Dust Bowl
Syndrome (US-$ 1,920 billion year-1) is about 80
times larger than the degradation risk (US-$ 22.6 bil-
lion year-1). In the quantification of the degradation
risk, the possibility of compensating for damage was
neglected so that the assessment is on the conserva-
tive side, and only applies for complete substitutabil-

ity. Nonetheless, an expansion of industrial agricul-
tural practices to previously uncultivated regions is
extremely risky. This applies particularly for tropical
rainforests and wetlands (Fig. E 4.2-5), in which e.g.
population growth, food scarcity, cash cropping or
the destructive exploitation of timber resources
place stresses upon the land resources still unculti-
vated. An expansion of forms of agricultural use that
at least partially preserve natural ecosystem services
(e.g. agroforestry) would reduce this risk, as would
policy reorientation in accordance with the recent
poverty debate (empowerment of the poor).

Table E 4.2-4
Monetary valuation of the
services of different
ecosystem complexes.
Source: Costanza et al., 1997

Function value for 1994 [US-$ ha-1 year-1]

Ecosystem Tropical Boreal/ Marshland/ Swamps/ Grassland/
forest temperate mangroves flats rangeland

forest

2,007 302 9,900 19,580 232
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F 1Risk evaluation and the choice of tools

F 1.1
Elements of risk evaluation

By ‘risk evaluation’, the Council means a group of
techniques for making judgments, in a rational man-
ner, about a risk in terms of its acceptability for soci-
ety as a whole or for certain groups and individuals
(Berg et al., 1995). This turns on three issues:
• Should a certain risk be accepted by a society at

all?
• What amount of resources should be expended to

reduce or control the risk?
• Which tools should be applied to control the risk?

F 1.2
Determining the acceptability of a risk

Notwithstanding the use of formal decision-making
procedures, it always depends upon subjective values
whether a risk is to be rated as acceptable or unac-
ceptable from a normative perspective. Formal risk
evaluation techniques can help to make coherent de-
cisions within a given matrix of values. They guide
decision-making, but can never be a substitute for the
decision itself (Fischhoff et al., 1981).

Cross-risk comparisons
Among formal comparative evaluation techniques,
the special characteristic of cross-risk comparisons is
that they use observed behavior as the standard for
the acceptability of risks. If a society has already rat-
ed certain risks as being acceptable, then it is logical
to demand that options for action which are associat-
ed with lower risks are also accepted (Wilson and
Crouch, 1987; Merkhofer, 1987; Fritzsche, 1986).

However, the use of risk comparisons to deter-
mine risk acceptability presents a number of prob-
lems. Conventional risk comparisons neglect the di-
mension of the benefit of the risky action, treating
benefit as a ceteris paribus condition (Crouch and
Wilson, 1982). For instance, when comparing coal-
fired with nuclear power generation, it is assumed

that in both cases the benefit of the unit of electric
energy is equal for the consumer.This may be plausi-
ble for electric power supply; however, if we include
energy efficiency as a further alternative, then con-
sumers may quite well have different preferences for
the same level of utility, i.e. they are not indifferent to
the various means of providing an identical energy
service.

Where a risk comparison is undertaken with the
purpose of examining risk reduction options, the
costs of reduction associated with the action in ques-
tion must also be considered. Moreover, risk com-
parisons frequently only refer to the expected value
of the risks compared. Such a restriction to the ex-
pected average damage is problematic if the confi-
dence intervals of the risk assessments and the re-
maining uncertainties (Section C) vary across the
risks being compared, or if the temporal sequence of
occurrence of damage (meaning different hazard po-
tentials for the same expected value) plays a role in
evaluation.

It follows that risk comparisons are mainly appro-
priate for risks situated in the normal area defined by
the Council, and possibly also for those classes of risk
that have a high certainty of assessment (Damocles
or Medusa), but not for risks characterized by high
uncertainty or statistical uncertainties (Cyclops,
Pythia, Pandora). In the latter case, expected values
and distributional parameters need to be integrated
in the decision as multidimensional evaluations
(Merkhofer, 1987; Femers and Jungermann, 1991;
Akademie der Wissenschaften, 1992).

Due to these analytical limits of cross-risk com-
parisons, they cannot serve as the sole standard by
which to evaluate new risks, particularly not if high
uncertainties attach to the consequences of damage
(Fritzsche, 1986; Wilson and Crouch, 1987; Merk-
hofer, 1987). The decision-making process must also
always integrate further dimensions, such as benefit,
distributional effects, the cost-effectiveness of risk re-
duction and other relevant criteria. Nonetheless, risk
comparisons do have an important orientation func-
tion. It is often difficult to communicate risk assess-
ments to decision-makers and to the general public
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(Section F 7). A comparison with known risks can
serve to illustrate the degree of hazard posed by a
novel source of risk, without answering the norma-
tive question of acceptability (Covello, 1991; Fermers
and Jungermann, 1991).

Cost-benefit analysis
Cost-benefit analysis means to balance explicitly the
costs and benefits of a variety of options for action by
comparing and quantifying opportunities and risks.
This comparison is made on the basis of a full mone-
tarization of all benefit and cost categories (Fischhoff
et al., 1985). A variety of methods (shadow prices,
willingness to pay, price standard) are used to convert
into monetary units the benefits and expenditures
(costs, organizational effort, costs of conflict, costs for
decision-making etc.) of the different options for ac-
tion. Risks can then be evaluated by a simple calcula-
tion. If the risk can be reduced continuously, then that
level of reduction is to be chosen at which the total
cost function (the sum of costs expended and of costs
incurred by the residual risk) is at a minimum. If such
continuous reduction is not possible, then that option
is to be chosen at which the difference between ben-
efits and costs is largest (Fischer, 1973; Hansmeyer
and Rürup, 1975).

What makes cost-benefit analysis so attractive is
that it offers a tool by which to orient risk evaluation
to market prices that can directly reflect societal ben-
efits. Thus costs for risks can be integrated in insur-
ance premiums, while expected gains from opportu-
nities can be integrated in share prices or in the pro-
vision of venture capital. However, the integration of
external effects and the valuation of public goods
present difficulties. Here shadow prices that simulate
market value must be ascertained indirectly. While
scientific approaches have been developed by which
to perform this, these approaches vary substantially,
so that in many cases their results remain ambiguous
(Harvey, 1985; Fischhoff et al., 1985). A further diffi-
culty is presented by the question of how to discount
such prices over time (Hansmeyer and Rürup, 1975;
Smith, 1986).While for market prices the usual inter-
est rate on the market is adopted, it is difficult to jus-
tify the choice of discount rate for the monetarization
of external effects, particularly those of non-material
nature.While it makes sense to discount with a nega-
tive interest rate such gains that are only expected in
the distant future, it is scarcely plausible to appraise
the victim of a future damaging event as being less
‘valuable’ than the victim of a present exposure.

The above problems are particularly striking when
dealing with risks to human health and ecosystems.
Which money value corresponds to an x% rise in the
risk of dying from cancer? How does this money val-
ue change if the damaging event only occurs in 20

years from now? (Baram, 1980; Kelman, 1981). De-
spite these problems, cost-benefit analysis has an im-
portant function in industry, public policy and the
courts. This is particularly so where it is necessary to
compare, in a manner independent of the subjective
preferences of the individual members of a society,
the costs incurred by and the benefits accruing to a
national economy. Indirect indicators such as prices
for buying additional insurance cover or costs for
restoring health can provide useful approximations
to the monetary expenditures and gains that are to be
expected in the real world (Fischer, 1973). For in-
stance, the damage caused by acid rain can be opera-
tionalized in terms of the losses incurred by the tim-
ber trade and the tourism sector (Wicke, 1990). How-
ever, such an analysis captures neither esthetic nor
ecological damage.

Decision analysis
In public policy and industry, the tools of formal de-
cision analysis (the ‘logic of decision’) are applied to
many problems of collective evaluation; notably in
economics, sociology and philosophical ethics, these
tools have been extended and refined in recent years
for application to the various requirements posed by
these scientific disciplines (Edwards, 1954; Gäfgen,
1963; Raiffa, 1973; von Winterfeldt and Edwards,
1986; Jungermann et al., 1998).
Formal decision analysis is based on the subjective
individual evaluation of expected consequences of
an action. The consequences and their probabilities
of occurrence are determined, and are then convert-
ed into subjective utility values. Overall utility is de-
termined by integrating the weighted individual util-
ities. The particular advantage of decision analysis is
that, for given goals and knowledge, a choice doing
optimum justice to subjective preferences can be
made across a variety of options for action. More-
over, by making explicit the goal dimensions, goal
evaluations and weightings, the transparency of the
decision-making process to the public is improved,
thus providing an important contribution to justify-
ing risk policy measures.

Decision analysis has its limits, too. As it is neces-
sary to integrate subjective preferences, the choice of
weightings assigned to the various dimensions must
be argued plausibly and legitimated politically. Deci-
sion analysis provides no justification for the values
that are integrated in the analysis as preference judg-
ments. Breaking down complex situations into man-
ageable individual problems can lead to certain in-
teractive influences being neglected or holistic im-
pressions excluded.

Decision analysis can only yield coherent conclu-
sions from the information provided by decision-
makers through their preferences and their level of
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knowledge. It thus offers a formal framework that is
only effective if new information, goal corrections
and – particularly in group decision-making process-
es – negotiations and consultations are integrated in
the analysis (Raiffa, 1973; Edwards, 1977). The possi-
bility of revising e.g. goals or assessment standards,
i.e. the freedom of decision-makers or of those af-
fected by the decision to raise objections, is facilitat-
ed by the transparent presentation of the decision-
making process. It is this that gives the method its su-
periority over holistic judgments and mere aggrega-
tions of individual decisions.

Decision analysis techniques are particularly suit-
ed to evaluating risks because they compare explicit-
ly the risks and benefits and use the preferences of
the decision-maker as the value standard by which to
evaluate the relative weights assigned to each cate-
gory of benefit and damage (Fischhoff et al., 1981).
Moreover, the Bayesian concept of probability fa-
vored in decision analysis makes it possible to assign
numeric probabilities to all conceivable consequen-
ces and thus to render them comparable.

Risk evaluation on the basis of the
precautionary principle
The three evaluation techniques discussed above
proceed from the assumption that the effects of ac-
tions are known, so that both the magnitude and the
relative frequency of damage can be specified. The
resultant consequences of an action are then taken as
the basis on which to evaluate its desirability. Such an
approach is no longer possible if nothing is known or
there is high uncertainty about the consequences of
the action under consideration.This situation is given
above all in the Pythia, Cyclops and Pandora classes
of risk.

Generic minimization of the consequences of ac-
tions would appear to offer a solution to the problem
of incertitude or high uncertainty. It is to this ap-
proach that Germany has given particular priority in
its body of environmental law, in the shape of the
precautionary principle (Rehbinder, 1976; Hartkopf
and Boehme, 1983).According to this principle, emis-
sions are to be prevented or reduced even if a lack of
scientific knowledge means that negative effects are
not known but such effects cannot be excluded.With-
in the typology of risk proposed by the Council, this
principle applies primarily to Pandora-type risks, be-
cause these combine high levels of ubiquity (global
dispersion) and persistency (long duration of effec-
tiveness).Two formulas are applied to implement the
requirement of precautionary action against un-
known effects of emissions:
• The principle of reducing emissions to a level that

is as low as reasonably achievable (ALARA). This
requires that every emission is reduced as far as

possible, the limit being the reduction effort that is
still economically and socially reasonable. The de-
finition of where this reduction level lies is a mat-
ter of discretion from case to case. In Germany, as
in many other countries, the ALARA require-
ment is applied e.g. in radiation protection. Every
exposure to ionizing radiation should be reduced
– if at all technically and economically reasonable
– to a minimum level that is far below the permit-
ted limit value.

• The principle of best available control technology
(BACT). This requirement prohibits every emis-
sion that could be prevented with a control tech-
nology that is available on the market and has
proven itself in practice. A variant of this statuto-
ry formula is the ‘state of the art and science’
(Stand der Wissenschaft und Technik) established
by the German Nuclear Energy Act (Atomge-
setz), under which concepts for controlling conta-
minants or improving technical safety that have
been newly developed by science must also be re-
alized, even if they have not yet been demonstrat-
ed at industrial scale.

The implementation of both standards can easily
lead to suboptimal solutions, as they do not require a
systematic comparison of costs and benefits (Rowe,
1979; Akademie der Wissenschaften, 1992). Theoret-
ically, under the BACT standard a potentially haz-
ardous pollutant can still be released in large quanti-
ties if no appropriate control technology is available
on the market. The converse case is also possible in
which valuable economic resources are expended to
control a completely harmless substance or to reduce
a contaminant far below the threshold value, for the
only reason that sufficient technologies are available
to bring about substantial reduction.A further aspect
is that when new technologies emerge and dissemi-
nate, risks are frequently larger in the initial stage of
development than in the later stage when the tech-
nology has evolved to maturity. A situation can thus
arise in which new technologies promise a long-term
risk reduction, but cannot be introduced under the
BACT requirement because the old, already mature
technologies present lower risks than the new tech-
nologies in their initial stage.

Much the same can be said of the ALARA re-
quirement.The determination of when a reduction is
no longer reasonable (which is an indeterminate le-
gal concept) results either from a formal analysis in-
volving the systematic balancing of benefits and risks,
or from a balancing judgment. The main problem is
that the minimization requirement can be associated
with costs that are out of proportion to the risk re-
duction achieved. If application of the ALARA stan-
dard prevents technological options that can only de-
velop their risk-minimizing function in the future,
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then this is an infringement of the principle of distri-
butional equity over time. In certain cases this may
be purposeful and justified, but the application of the
ALARA standard does not explicitly identify such
an infringement – indeed, it prevents a systematic
balancing of this infringement with the benefit
gained in the other goal dimension of short-term risk
reduction.

These difficulties illustrate that it is only then pur-
poseful to apply the precautionary principle if one of
the three following preconditions is given (Fritzsche,
1986):
1. Little or nothing is known of the effects of the pol-

lutants in question, but it is to be expected that ad-
verse effects will arise over the long term (such
cases belong to the Pythia, Pandora or Cyclops
classes of risk).

2. The effort required to control pollutants varies
substantially from situation to situation, so that
the ALARA standard permits a flexible reaction
that can take into consideration the cost of reduc-
tion. Here it is essential that the determination of
what is reasonable is the outcome of a systematic
balancing process (such cases belong to the
Damocles or Cassandra classes of risk).

3. The BACT requirement can be imposed in addi-
tion to the stipulation of rational standards, in or-
der to reduce pollutants in cases where their ef-
fects do not make this indispensable, but such re-
duction is technically and financially viable (such
cases belong to the Damocles or Medusa classes of
risk).

We may conclude that the requirements of precau-
tionary action should apply above all in cases where
there is a severe lack of knowledge of the possible
consequences of an action. If this condition is not
given, the requirements can serve as an additional in-
centive for risk reduction, but lead necessarily to the
suboptimal allocation of societal resources. Such a
deviation from the optimum model can be quite well
justified if impact-related criteria are not a part of the
catalog of goals.

Risk evaluation on the basis of classes of
risk
None of the risk evaluation techniques discussed
above is fully convincing. Each requires political
judgments on the acceptability of risks.This becomes
particularly problematic in cases where risks have ef-
fects transcending national boundaries and disparate
strategies are pursued in individual countries to man-
age these. The Council is therefore of the opinion
that it is not expedient to recommend any single form
of risk evaluation for global risks.The Council rather
envisages, based on the discussion expounded in Sec-

tion C, the following structure of the evaluation
process:

In a first screening step, it must be clarified
whether enough knowledge about a risk is available
to be able to evaluate it. If the knowledge base is nar-
row, then the strategies discussed in detail in Section
G (precautionary and resilience strategies) should be
pursued. If the knowledge basis is broad enough to
classify the risks, then the following steps should be
taken.
• The location of a risk in the three risk areas (nor-

mal, transition and prohibited) is ascertained. The
criteria for this positioning are explained in detail
in Sections B and C.

• If a risk is situated in the normal area, then a cost-
benefit analysis should be carried out on the basis
of the microeconomic costs and benefits – and in-
cluding macroeconomic costs and benefits if there
are relevant external effects. If options have equal
benefit, evaluation can further use a simple cross-
risk comparison. In addition, market-based instru-
ments (liability, insurance etc.) should be brought
into play in order to provide motivational incen-
tives for a comprehensive and efficient balancing
of benefits and risks, and to give further financial
incentives for risk reduction.

• If a risk falls in the prohibited area, then uncondi-
tional reduction is generally called for. If neces-
sary, the activity must be banned. Such a risk can
only be accepted in exceptional cases, namely if
such a high future growth in benefit is to be ex-
pected that this can make even a normally intoler-
able risk acceptable. In this case, a political clarifi-
cation process with discursive elements is recom-
mendable.

• If a risk falls in the transitional area, then it must
first be determined to which class of risk it be-
longs. Risks in the transition area are acceptable in
cases where it proves possible to overcome or con-
tain the critical elements of the specific type by
means of type-specific measures. For this, concrete
proposals have been elaborated in Sections A and
C.

• If type-specific measures succeed in moving a risk
from the transition area to the normal area, the
conventional balancing techniques (cost-benefit
analysis, risk comparisons, decision analyses) can
again be applied. If this does not succeed, a politi-
cal decision must be taken as to whether the ben-
efit justifies an exception. The process by which
this decision is made must be plausible and repro-
ducible.

The central advantage of the approach developed by
the Council is that it does not rely on a fixed set of
evaluation techniques but instead permits an evalua-
tion of risks appropriate to the specific circumstances
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by applying approaches appropriate to the specific
type of risk.

F 1.3
Allocating risk reduction resources

The next step after risk evaluation is to analyze the
acceptable level of costs for further risk reduction.
This step generally uses cost-effectiveness analysis,
under which measures aimed at improving safety are
assessed as to the volume of scarce resources that
must be allocated to reduce a given risk.This can fol-
low a rule such as that for every dollar spent to re-
duce a risk the reduction potential must be exploited
optimally (Merkhofer, 1984; Fritzsche, 1986). In this
optimization approach, the marginal costs per unit
utility (e.g. human life saved, cancer prevented,
biotope preserved) are identified for all risks under
consideration. The budget available for risk reduc-
tion is then distributed among the sources of risk in
such a fashion that overall utility is maximized
(Smith, 1986). This approach is based on the assump-
tion that the risks that remain after optimization in
this manner are acceptable. However, this acceptabil-
ity requirement cannot be met by the cost-effective-
ness approach itself.The acceptability of residual risk
must rather be determined by one of the formal tech-
niques described in Section E 1, or by political con-
sultation.

The cost-effectiveness approach renders amena-
ble to analysis a series of difficulties that typically
arise when evaluating risks (Shrader-Frechette,
1984):
• The approach can calculate with the value of a hu-

man life, without a human life having to be substi-
tuted by another, e.g. monetary value.

• All values are weighted equally; human life equals
human life.The approach thus does justice to egal-
itarian notions such as the equal distribution of
risks.

• Every departure from the cost-effective solution
would imply an overall increase in damage. Deci-
sion-makers are thus under pressure to legitimate
their decisions if they do not opt for the cost-ef-
fective solution, as this would then mean, for in-
stance, that they were willing to sacrifice more hu-
man lives than would have to be accepted under
the optimal solution.

However, the cost-effectiveness approach depends
upon assumptions and suppositions that restrict its
use to certain classes of problems (Morgan, 1990).
Firstly, it is supposed that the budget available for
risk reduction is a constant. In actual fact, a society
can decide on a broad range of sums that it is willing
to make available for risk reduction. The volume of

the safety budget cannot be decided using the cost-
effectiveness approach, as this would lead to infinite
regress. Secondly, the cost-effectiveness approach
only functions without further ado when carried out
within one damage or cost dimension. If there are
several dimensions of costs or damages, which is usu-
ally the case in reality, the individual dimensions
must first be amalgamated to one metric, i.e. weight-
ed among each other. Thirdly, the approach can pro-
duce counterintuitive results if moral evaluations of
the various risk-causing actions diverge (Shrader-
Frechette, 1984; Akademie der Wissenschaften,
1992). In a moral perspective, it thus makes a consid-
erable difference whether, to name three examples, a
toxic substance is emitted to the air without the con-
sent of those affected and without utility for those
who are exposed to the risk, whether exposure to the
same substance occurs in connection with a mutually
agreed employment contract or whether it is used as
a means of suicide.

F 1.4
Risk control

Once the question of the acceptability of a risk has
been answered in a satisfactory manner and the costs
of risk reduction have been distributed effectively,
the question of risk management arises, notably the
question of which means shall be used to achieve the
level of risk reduction required.The main risk control
tools applied or debated can be classified as follows
(Renn, 1996):
• Command-and-control bans, limit values, techni-

cal instructions and process standards are regula-
tory instruments. These are issued by governmen-
tal agencies and prescribe certain mandatory
forms of behavior. In the event of non-compliance,
sanctions are available. Liability law also belongs
in this group of tools.

• Environmental planning seeks to guide activities
and actions in a systematic and targeted manner
such that certain objectives can be achieved. Plan-
ning tools can refer to certain, clearly demarcated
areas and landscapes, or can have a supra-spatial
focus, referring to specific tasks and concerns.
Here both state and non-state organizations seek
to enforce the objectives of risk policy within their
respective fields of competence. Landscape plan-
ning, ambient air quality planning, water resources
planning and waste management planning are im-
portant types of risk-related planning. Risk pre-
vention concerns are also a part of transport plan-
ning, energy and resource planning, plot realign-
ment planning and forestry master planning
(Brösse, 1995).
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• Market-based instruments such as insurance pre-
miums and industrial funds are decentralized in-
centive systems which serve to reduce or even pre-
vent risks. If the conditions for their efficacy are
given, they promise an effective reduction and ef-
ficient management of risks.
Environmental taxes and levies, certificates, subsi-
dies and other forms of financial assistance aim at
creating economic incentives such that risks are
reduced or are at least regulated efficiently. These
incentive-based instruments depend on the modi-
fication of prices for risk-causing or innovative ac-
tions.

• Participatory and cooperative tools bring together
state and non-state actors in consensual decision-
making processes. Communicative approaches are
exemplified by round tables, mediation techniques
and cooperative discourse (Renn and Opper-
mann, 1995).The outcomes are supported and im-
plemented by participants in a voluntary manner.
Environmental cooperation takes place in the

context of voluntary agreements and initiatives of
industry.

• Environmental education and awareness-raising
are tools aiming at information and education.
They enhance risk awareness and exert an indirect
effect upon the behavior of both those who gener-
ate and those who are exposed to risks (WBGU,
1994).

For the concern of the present report, namely the
management of global risks, these tools can be fur-
ther specified. Table F 1.4-1 gives a systematic over-
view of the tools discussed in detail in the following
sections of Part F of this report. The Table further
lists the target groups to which the various tools are
primarily directed. Each type of tool is described and
evaluated in depth in Sections F 2 to F 7. Section H
2.1 finally links the individual tools to the Council’s
typology of risk.

Tool Target group

Individuals/ Organizations International
households NGOs, companies level

Liability Compulsory Non-fault (strict) liability Liability consensus
insurance, (with innovation proviso),
probabilistic fault liability
causal liability

Funds Funds International funds

Regulatory law Bans, Standards International
consumption (emissions etc.) standards
standards

Permitting Prototypical International
permitting procedural standards
procedures

Incentives Consumption Taxes and charges International
levies harmonization

of policies on
fiscal charges

Tradeable permits Tradeable permits,
Joint Implementa-
tion

Institutional Public welfare Capacity building, International
measures services (drugs, etc.) emergency planning, emergency groups,

risk management in (UN) Risk Assess-
development assistance, ment Panel
technology and
management transfer

Information and Awareness-raising, Education, training, Prior informed
communication participation, mediation, consent,

empowerment codes of conduct, networking
voluntary commitments

Research Risk identification Networking, Early warning
(registers) substitute substances systems

Technical Indirect protection Resilience strategies, Resilience strategies,
measures (iodine tablets) substitution substitution

Table F 1.4-1
Overview of risk policy
tools.
Source: WBGU
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If the damage potentially associated with a risk mani-
fests itself, liability rules place the injured party in a
position to claim compensation from the party res-
ponsible for the damage suffered (post-event com-
pensation function). Moreover, the person undertak-
ing the risky activity is thus made responsible for the
potential negative consequences of that activity. By
internalizing the damage at the party responsible,
prevention and safety measures are thus in that par-
ty’s own best financial interest (damage prevention
function). The prevention function has two aspects:
for one thing, liability – be it based on or regardless
of fault – creates incentives for a responsible party to
make use of available knowledge about prevention
options and possible damaging effects. The second
aspect is that liability – particularly strict liability, i.e.
regardless of fault – creates incentives to generate
new knowledge about prevention options and previ-
ously unknown damaging effects, as this knowledge
can be used to reduce the responsible party’s costs. If
this knowledge is passed on to third parties, be it
through targeted dissemination or through gradual
diffusion, the whole of society ultimately profits.
From an efficiency perspective, the prevention func-
tion of liability is key, as it reduces the probability of
damage occurring and limits expected losses. In the
ideal case, prevention measures are implemented un-
til extra prevention costs at the margin equal expect-
ed extra loss reduction.

A distinction is made between the liability of the
sovereign state under state liability law and responsi-
bilities under international law on the one hand, and
the liability of the individual under national and in-
ternational liability rules on the other. These forms
are joined by the claims that the state can make
against private entities (e.g. by way of cost recovery).
Risks are generated mainly by the activities of pri-
vate entities. This is why, with respect to damage pre-
vention, private-law liability is the prime instrument.
State liability for sovereign actions is in comparison
secondary, as here it is impossible to bring generator-
focused financial tools to bear (Rehbinder, 1992a).

F 2.1
Structures of liability under private law

Not least under the impression of spectacular indus-
trial accidents such as Sandoz (1986), Exxon Valdez
(1989) and Bhopal (1984) private-law liability has
been integrated in the instruments of national and in-
ternational environmental law. The extent to which
liability can create incentives to prevent damage de-
pends crucially upon its design, which needs to be as
appropriate to the issue at hand as possible, and also
upon the risks that it is intended to cover (Section F
1). The compensation and prevention functions need
not necessarily be in competition (Endres, 1992).
However, useful prevention may be perverted to the
point of deterrence if, with the aim of protecting the
victim, potentially responsible parties are exposed to
disproportionate liability. The effectiveness of a lia-
bility regime depends upon whether it is able to cov-
er damage appropriately while at the same time be-
ing designed in an implementation-friendly manner.

F 2.1.1
’Ecological damage’ as a redressable loss

Civil liability is tailored to protecting the legal inter-
ests of individuals. In cases where an environmental
impairment cannot be disaggregated completely into
infringements of individual legal interests, liability
gaps arise, as the environment is not an object of in-
dividual legal protection. But even where a case of
environmental destruction can be presented com-
pletely as an infringement of individual legal inter-
ests, ecological damage is only covered incompletely
by liability law (Friehe, 1992).A typical case would be
the pollution of a plot of land which, in addition to its
(covered) relevance to the owner, further has a (not
covered) function for the wider ecosystem balance
beyond that plot of land. Here a need for regulation
and definition remains (Brüggemeier, 1989).

This issue has recently become the focus of inten-
sive research. Legal policy proposals (Godt, 1997)
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aiming at covering the environment as an object of
legal protection range from proposals for a generous
construction of property law, over the proposition
that certain forms of environmental damage consti-
tute an infringement of the general right of personal-
ity as an ‘other right’ within the meaning of Article
823 para 1 of the German Civil Code (‘sonstiges
Recht’, Bürgerliches Gesetzbuch, BGB), through to
the far-reaching call for legal standing for nature as
such.

Statutory provisions such as Article 22 of the Ger-
man Water Resources Management Act (Wasser-
haushaltsgesetz, WHG) illustrate that it has been
possible to partially close previous liability gaps such
as, in this case, for surface waters and groundwater
which cannot be individually owned.As distinct from
such individual provisions, there are also approaches
towards comprehensive coverage of environmental
damage. In the USA, environmental damage is cov-
ered as ‘natural resources damages’ regardless of in-
dividual rights, and in Italy the Environment Act of
1986 has elevated the environment to an object of le-
gal protection (Seibt, 1994; Kadner, 1995). In both
cases it is the state that is entitled to assert claims, in
the absence of individual assignability of entitlement.
It would in principle also be possible to entitle asso-
ciations to assert claims (Kadner, 1995). In Germany,
the possibility of public sector trusteeship for nature
has already been debated for some time (Rehbinder,
1988). Article 3 of the draft Genetic Engineering Li-
ability Act (Gentechnikhaftungsgesetz) proposed on
12.6.1997 by the Austrian Federal Minister of Justice
provides for compensation for environmental im-
pairments. According to Kletecka (1997) the inten-
tion of this is to cover purely ecological damages.
Consequently the issue of liability for ecological
damage has established itself in the legal policy de-
bate in Austria. Those who have borne the costs of
restoring damage are to be entitled to assert claims
(Kletecka, 1997).

With respect to utilizing the preventive function of
liability, the problems attached to the coverage of
ecological damage should not be over-evaluated.
Even the coverage of individual rights already makes
liability a sharp sword that can give incentives to par-
ties responsible for environmental pollution to mobi-
lize their knowledge and capital in order to minimize
risks. Nor does it detract from the preventive func-
tion of liability that the injured party is essentially
free to convert the damage into cash. A fruit farmer
who has received compensation for the damaged or-
chard may thus quite well use the money received to
convert the orchard into a motorcycle racing track. In
terms of the compensation function of liability, this is
obviously an undesirable outcome. Here we see that

the compensation and prevention functions need not
always meet.

F 2.1.2
Cases in which proof of causation is difficult or
impossible

Assigning responsibility for environmental damage
commensurate with causation is an issue that can
present more serious difficulties. The proof of causa-
tion of those forms of environmental damage that
present themselves as gradual, cumulative or long-
distance is in fact the cardinal problem in applying li-
ability (Herbst, 1996; Salje, 1993). This can for in-
stance be because a no longer identifiable plurality or
even the general public has caused a damage (as ex-
emplified by forest damages by acid rain). Liability
assignment under private law, with its focus on the in-
dividual, then meets insurmountable barriers. Here it
may be appropriate to consider fund schemes or
compensation systems involving statutory environ-
mental insurance agencies, insofar as a specific group
of responsible parties can still be identified.

In some cases, liability can be applied despite dif-
ficulties in causation by means of easements of proof
(e.g. by dispensing with the requirement of full proof
and applying instead a ‘balance of evidence’ stan-
dard) or by presumption of causation (as established
e.g. by Article 6 of the German Environmental Lia-
bility Act – Umwelthaftungsgesetz, UmweltHG)
with an associated reversal of the burden of proof
(Brüggemeier, 1989). Introducing probability liabili-
ty is a more radical solution. Here the conventional,
deterministic understanding of causation is largely
replaced by a probabilistic approach. The transition
is fluid between easements of proof and the intro-
duction of probability liability, notwithstanding that
the first is a procedural tool while the latter is a new
type of liability based on a different standard of sub-
stantive causality.

It is essential that liability does not degenerate to
mere liability on suspicion. In cases where proof of
causation cannot be provided, even under eased re-
quirements, factual limits are set to the enforcement
of the law (Kinkel, 1989).The danger of overstepping
the limits of a proper assignment of damages doing
justice to true causation is greater if probability lia-
bility is applied than if easements of proof are used.
Options for expediently applying easements of proof
should therefore be fully exploited before consider-
ing probability liability.Accordingly, the independent
commission of experts on a German Environmental
Code (Umweltgesetzbuch, UGB-KomE) made ex-
clusive provision for easements of proof in its pro-
posed Code. Article 176 para 1 of the draft Code in-
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troduces a more general presumption of causation
that applies to all elements of environmental liability
in the draft (BMU, 1998). This goes beyond the pre-
sumption of causation already established by the
German Environmental Liability Act (Article 6
UmweltHG, or Article 176 para 2 UGB-KomE). The
presumption of causation implies an easement of
proof: causation is presumed if, under the circum-
stances of the specific case, the balance of evidence
definitely suggests that the damage has been caused
by an action pertinent to the case.The commission in-
tends to thereby preclude the danger of responsible
parties becoming subject to liability on suspicion
(BMU, 1998).

A different line of development is to be seen in the
debate on whether to completely take recourse on
the substantive side to a probabilistic concept of cau-
sation. This debate has been under way for some
time, particularly in the USA. Liability based on
probability would need to be complemented by
arrangements for proportional assignment of overall
damage. The probability of causation would deter-
mine the level of the claim for compensation (Wiese,
1998). If only a few of the main responsible parties
can be identified, there would be a danger of exces-
sive liability if proportional assignment were not im-
plemented, as the responsible parties who are known
would bear the responsibility of those who are un-
known, too.

An issue that follows on from the above, but at a
different level, is whether, where there is a plurality
of responsible parties, each should be liable individu-
ally to the injured party according to each responsi-
ble party’s proportion in causation, or whether all re-
sponsible parties should be jointly and severally li-
able for the entire damage. In the latter case, the in-
jured party can choose to whom he shall direct his
claim. The party held liable by the plaintiff can then
seek compensation from the other responsible par-
ties, but bears the risk of insolvency. Victim protec-
tion speaks in favor of joint and several liability.
However, as the injured party will generally take re-
course to the responsible party with the greatest fi-
nancial capability, but the latter need not necessarily
bear prime responsibility or may indeed only have a
small part in causation, joint and several liability can
lead to inequitable outcomes (the so-called ‘deep
pocket’ effect).

In Germany, when arguing for the application of a
statistical (probabilistic or epidemiological) stan-
dard, reference is usually made to the case law of oth-
er countries. However, as far as we can see, liability
law has not been based by statute on stochastic
causality in any other country, either. As we shall set
out below, the Sindell ruling of the Californian
Supreme Court (Bodewig, 1985), which is much cited

in this connection and from which the instrument of
market share liability (Elliott, 1988) was developed,
can quite well be construed differently.

The mother of the plaintiff had taken the drug
DES during pregnancy in order to prevent a miscar-
riage. Years later, the plaintiff contracted a rare form
of cancer due to this drug. It could no longer be as-
certained which DES manufacturer had made the
specific drug that the mother of the plaintiff had tak-
en. Under the market share liability standard devel-
oped in the ruling, the market share at the point in
time of causation is taken as an indication of the
probability that a manufacturer has caused the dam-
age, and all manufacturers are liable according to
their market shares (Marburger, 1986).

It needs to be kept in mind, however, that the Sin-
dell action was a so-called class action, i.e. one in
which the plaintiff also represented all the other per-
sons injured by DES (Elliott, 1988). Following the
statistical law of large numbers, the assumption that
the market shares of each manufacturer will corre-
spond to their share in causation of the overall dam-
age (namely the health impairments suffered by all
DES victims) will be more justifiable than the prob-
ability in each individual case (Elliott, 1988). Viewed
thus, the assumption that the Sindell ruling was based
on a probabilistic concept of causation needs to be
relativized. Nor is market share liability uncontro-
versial in the USA. The Supreme Court of Iowa, for
instance, has qualified market share liability as a
‘court-constructed insurance plan’. It was easier for
the Supreme Court of Iowa to reject the action
brought, as in the specific case it did not have to ad-
judicate on a class action (Posch, 1988).

Under pollution share liability (Müller-Chen,
1997; Marburger, 1986), which is modeled on market
share liability, the emitter is liable according to his
share in pollution. In extension of Sindell, where only
the five largest manufacturers with a joint market
share of 80% were sued, it suffices under pollution
share liability for the plaintiff to sue the main emit-
ters of a region, and not all of them. This appears ap-
propriate with respect to the associated costs of in-
vestigation and litigation. Excessive liability can be
avoided by means of proportionate liability of the de-
fendants – in Sindell, for instance, up to 80% of the
total damage. However, it is doubted by some
whether the analogy between market shares and pol-
lution contributions is appropriate. Other than in the
DES cases, where each manufacturer sued had cer-
tainly caused individual cases of damage by manu-
facturing a certain drug that brings on a specific rare
form of cancer, this cannot be said of pollutant emis-
sions, particularly in view of their spatially and tem-
porally varying distributions (Assmann, 1988).
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Japanese case law has four rulings from the period
from 1967 to 1973 in which a statistical correlation
between certain pollutant exposures and disease fre-
quencies were viewed as establishing liability
(Holzheu, 1994; Brüggemeier, 1989). The Japanese
legislator subsequently solved the problem by estab-
lishing a statutory fund (Rehbinder, 1989), so that li-
ability was no longer claimed.

In summary, we may state that a probabilistic
proof of causation generally does not lead to unac-
ceptable liability on suspicion if it is limited to easing
the burden of proof by reducing it to a ‘(clear) bal-
ance of evidence’ standard. In special cases a market
share or pollution contribution may also be used as a
standard for generator-appropriate assignment of
damage, but this cannot be generalized.

So-called mass damage presents further problems
in proving causation. This type of damage includes
large-scale accidents – such as the recent high-speed
railway accident at Eschede, Germany – which may
under certain circumstances also entail environmen-
tal impairments through emissions.This issue was de-
bated by the civil law section of the 62nd German
conference of jurists (Deutscher Juristentag) in Sep-
tember 1998. The introduction of class action in Ger-
many was also debated. However, in contrast to the
US class action suit, this should not establish a com-
pulsory cooperative of injured parties. The confer-
ence also stressed the importance of liability funds,
which can help to close gaps in insurance cover in the
event of mass damage.

F 2.1.3
Liability based on fault versus strict liability

The traditional view of German jurisprudence (Stef-
fen, 1990) is that liability based on fault has a pre-
ventive effect, while strict (no-fault) liability does
not. Liability based on fault depends upon the care
taken, while strict liability is precisely a ‘considera-
tion’ for the circumstance that hazardous activities
whose consequences are difficult to predict but
which are in principle desired by society are permit-
ted. In this understanding, strict liability has the func-
tion of balancing the burden placed by ‘permitted
risks’ on society. If this conventional understanding
of strict liability is thought through to its logical con-
clusion, then it is nonsensical to ascribe a preventive
function to strict liability as this would mean pre-
venting what has been just permitted.

In the meantime, legal theory is increasingly
stressing the preventive side of strict liability, too.
This has been influenced by the findings of econom-
ic theorists in this field.A fine jurisprudential distinc-
tion is drawn between the purpose and the effect of

strict liability (Rehbinder, 1992a).A further point put
forward in favor of a preventive interpretation of
strict liability is that the threat of liability imposition
implied by liability based on fault is an integral com-
ponent of strict liability, and that strict liability pur-
sues the preventive purpose at least as much as lia-
bility based on fault does (Blaschczock, 1993). The
assumption that strict liability cannot exert a preven-
tive effect is based on a static understanding of ‘per-
mitted risk’. Strict liability can also be interpreted as
a means of forcing the actor to explore the (safer) al-
ternatives for action (himself) (Ladeur, 1993).

The opposite opinion, which negates the preven-
tive function of strict liability, is useful inasmuch as it
points to the limits of the purposeful preventive ef-
fect of strict liability. The threat of liability must not
lead to a factual ban, in the sense that certain eco-
nomic activities are dispensed with completely for
fear of incurring liability. In that case, the argumenta-
tion of the opposite opinion would indeed be correct.
Moreover, apart from this extreme case, it must al-
ways be kept in mind that liability can exert con-
straints upon innovation.

Dispensing with such an activity does not neces-
sarily mean improved safety. In the most unfavorable
case, liability can lead to a situation in which a certain
activity with known and thus calculable risks is re-
tained, while an alternative activity with (still) un-
known – but, as would transpire, substantially lower
– risks is abandoned.When instrumentalizing strict li-
ability in environmental law, this point needs to be
kept in mind. The severity of a liability rule is not a
sufficient criterion for its effectiveness.

There is a crucial difference in the way that liabil-
ity based on fault and strict liability cover develop-
ment damage or gradual damage. Under strict liabil-
ity, a responsible party can in principle be held liable
even if the damage results from a continuous and
lawful activity, such as fertilization practices over
lengthy periods (Brüggemeier, 1989). ‘Development
damage’ refers to such types of damage whose occur-
rence was not predictable at the point in time of the
causative action. Strict liability creates an incentive
for industries to continuously review the effects of
permitted activities, possibly even to carry out re-
search (Herbst, 1996). Liability based on fault, which
depends upon subjective blameworthiness, creates
no such incentive (Panther, 1992). However, it may
be noted that due to the objectification of duties of
care, liability based on fault is in fact becoming in-
creasingly similar to strict liability (Godt, 1997).

The question arises for strict liability as to how the
assignment of development risks to industry, which is
in theory complete but in practice regularly restrict-
ed, can be designed purposefully in the interests of
risk management. This can be done by setting liabili-
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ty ceilings, or by means of exclusion of liability for
such damage resulting from development risks that
could not be anticipated at the time when a product
was put on the market (cf.Article 1 para 2 No. 5 of the
German Product Liability Act – Produkthaftungsge-
setz, ProdHG). Such approaches further prevent ex-
cessive burdens upon industry which might other-
wise lead to industry dispensing entirely with eco-
nomic activity and research in certain spheres.

F 2.1.4
The role of insurance

We have discussed liability as a two-person relation-
ship between the responsible party and the injured
party. In practice, however, a third person generally
enters the relationship, namely the insurer. If a po-
tentially responsible party bears the costs of damage
alone, he will, if he has a risk-averse attitude, take ex-
cessive precautions to prevent damage from happen-
ing. He does not orient his actions to the expected
damage, but assigns greater importance to the reduc-
tion of earnings caused by compensation payments in
the event of damage than he does to the absence of a
reduction of earnings in the event that the damage
does not materialize. In the extreme case, this can
lead to precaution by abandonment, so that a society
forgoes positive developments. Insurance offers a so-
lution to this problem. The potentially responsible
party can, by paying an insurance premium, trans-
form into security his uncertainty or incertitude con-
cerning future payment of damages (Karl, 1992).

The insurance premium is oriented to the expect-
ed value of the damage, so that precautionary mea-
sures will tend to be reduced to an optimum level. In
this way, insurance options can be evaluated posi-
tively: they serve to contain macroeconomic costs in-
curred by excessive precautionary expenditure. On
the other hand, new costs can be incurred if insurers
have only a limited ability to correctly assess the in-
dividual precautionary behavior and the individual
risk. If the policyholder can assume that reducing
precautionary measures and thus costs and/or ex-
panding risk-prone activities will not lead to rising in-
surance premiums, he will tend to limit his precau-
tions and/or extend his risk-prone actions. This en-
tails additional costs for the economy. However, com-
petition among insurers forces these to levy
risk-oriented premiums, e.g. through deductibles or
bonus-penalty systems. Insurers thus create incen-
tives to produce new knowledge of damaging effects
and technological or organizational prevention op-
tions.They further function as multipliers for empiri-
cal knowledge by integrating experience made with

earlier losses in the rating elements that determine
the levels of premiums.

Whether certain risk-prone activities are benefi-
cial for a society and are rendered more manageable
in the course of time thus also depends upon the effi-
ciency of insurance systems. In situations where risk-
prone activities are only undertaken because the re-
sponsible party, due to limited financial means, is not
able to provide compensation at all in the event of
damage, compulsory insurance arrangements are
needed. Compulsion is justified because pollution
regularly endangers and damages third parties with-
out their consent (Karl, 1992). Here, however, care
needs to be taken that the compulsory system does
not undermine the assignment of individual respon-
sibility created by liability in that the insurer is ex-
ploited as an anonymous ‘reimbursement agency’,
the insurer forgoing his possibilities to take recourse
to the individual polluters.

A final critical issue in the context of insurance
systems is that of ‘moral hazard’. This term was
coined by the insurance industry to refer to cases in
which a policyholder reports too high or even entire-
ly fictitious losses. The problem for the insurer is the
lack of verifiability. The problem for the insurance
system as a whole is that premium payments are
higher than they would need to be on the basis of the
insured loss. In the environmental liability context,
there are various forms of moral hazard for the in-
surer. If the insurer has insufficient information
about the risk posed by an individual policyholder, it
can only apply some form of average rating. This,
however, attenuates the incentive of the individual to
take damage-preventing measures (Holzheu, 1994).
Due to the coverage provided by the insurer, the re-
sponsible party has no direct interest in asserting
contributory negligence on the part of the injured
party and thus reducing the level of insured loss. We
may also note a phenomenon termed by Priest as
‘victim moral hazard’, which precipitated a crisis in
the insurance industry of the USA in the 1980s
(Herbst, 1996).This phenomenon arose in the field of
product liability, where manufacturers and thus their
insurers were increasingly held liable in cases in
which damage would previously have been borne by
the injured parties themselves or their own insurers.
This shift came about through the application by the
courts of increasingly strict diligence standards, in
conjunction with astronomic compensation pay-
ments. This led to drastic premium rises and to the
complete suspension of insurance cover for some
products. Due to differing legal systems, the USA ex-
perience is not directly transferable to other coun-
tries such as Germany. In particular, the German sys-
tem does not provide for juries ‘sympathizing’ with
the victim and thus driving compensation claims to



226 F Risk policy

irrational levels. The US experience does show, how-
ever, that the insurability of risks depends crucially
upon a careful and balanced adjudication that ap-
plies strict standards to the behavior of the injured
party, too (Herbst, 1996). The general risks of life or
the risk to which the individual exposes himself must
not be passed through to presumed responsible par-
ties under the guise of victim protection or compen-
sation notions.

F 2.1.5
Realization of liability claims and its preventive
function 

For both individual responsible parties and their in-
surers, it is not the expected level of damage which is
relevant, but rather the expected effective payments
for damages.The lower the anticipated probability of
liability for damages, the lower are the expected pay-
ments or premiums and thus the precautionary in-
centives. Low probability of liability can be due to:
• Actions not being enforceable, because there is a

lack of a basis for a claim, there are problems in
proving causation or a replacement or compensa-
tion is not feasible.

• Actions not being economically worthwhile.
These factors lead to too many risks being incurred,
whereby third parties bear the costs of damage. The
underlying causes are diverse. On the one hand, de-
sign of institutions plays an important role. The legal
provisions necessary for successful liability (such as
access to justice) can be absent or can be designed
such that furnishing the necessary proof is very cost-
ly. Here, institutional alternatives need to be exam-
ined that provide more scope for liability. On the oth-
er hand, institutions establishing liability, regardless
of how they are designed, can be structurally associ-
ated with such high costs that their effectiveness is se-
verely restricted. Thus, in cases involving a plurality
of emitters it will frequently be impossible to prove
‘in accordance with the truth’ that one of these emit-
ters has caused the damage, regardless of how the le-
gal rules are designed. Similarly, in cases that occur
with great time lags or through synergisms it will fre-
quently be impossible to ascertain the ‘actual’ re-
sponsible party. If easing the burden of proof does
not help, then civil liability remedies must be dis-
pensed with in such cases. Other risk control tools
then need to be considered, for victim protection
must not lead to liability upon suspicion.

F 2.2
Liability under private international
environmental law

The efficiency of private-law liability is reduced in
cases of transboundary environmental impairment
where the polluter and the damage are localized in
different states. The risk of becoming liable to claims
for compensation is de facto very much reduced in
such cases. In contrast, the legal policy objective must
be to provide judicial remedies to the injured party in
a forum to which that party has access; the judgments
made in that forum must have prospects of enforce-
ment in the state in which the polluting facility or the
property of the polluter is located.

The conditions under which liability may apply
are determined by the law of the nation states, and
thus differ from country to country. It therefore
needs to be ensured that the polluter cannot with-
draw to the lowest level of protection through his
choice of location (‘liability havens’). One way of
countering this would be to introduce a – globally or
regionally – uniform body of environmental liability
law. However, this presupposes that the states con-
cerned agree to such a liability regime.This has as yet
only been the case in a few specialized areas.
Nonetheless, the effectiveness of international envi-
ronmental liability could be enhanced considerably,
regardless of whether uniform liability standards are
introduced, by means of harmonizing the national
rules governing private international law (conflict of
laws). Private international law does not itself con-
tain any liability rules; rather, it is the body of princi-
ples for deciding which of two or more competing or
conflicting bodies of national law shall apply.

F 2.2.1
Agreements on international environmental
liability law

On international environmental liability, agreements
have as yet only been concluded in individual areas
such as oil and nuclear liability (Section F 2.2.1.1);
however, a number of organizations have indeed
elaborated draft codifications (Section F 2.2.3). Two
basic types of international agreement can be distin-
guished here. Firstly, there are agreements concerned
purely with conflict of law rules.These do not formu-
late any specific liability provisions, but merely de-
termine which national liability regime applies if a
matter has links with different bodies of law.There is
a second group of agreements that make separate
substantive provisions, and thus create truly uniform
international law.
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F 2.2.1.1
International agreements in special areas

Pollution damage arising in sea transport
Today’s liability regime applying to sea transport was
pioneered by the 1969 International Convention on
Civil Liability for Oil Pollution Damage (or Civil Li-
ability Convention, CLC) negotiated under the aus-
pices of the International Maritime Organization
(IMO) (Ganten, 1997; Rinio, 1997; von Hoffmann,
1998). Germany and 90 other states joined the origi-
nal convention, but not the USA, which continues to
insist on its special course. Since 15 May 1998, acci-
dents have been regulated on the basis of an im-
proved Protocol of 27 November 1992, which was de-
signed as a convention in its own right. This regime
applies to pollution damage occurring within the ex-
clusive economic zone (EEZ) of a Party (i.e. within
200 nautical miles from the coast). It applies to all
vessels built to carry oil in bulk. It is irrelevant
whether the ship sails under the flag of a contracting
party. The CLC regulates conclusively the strict lia-
bility imposed upon the owner of a ship. The liability
caps were raised substantially in 1992; these do not
apply if negligence or intent can be proven. Owners
are obliged to take out third-party liability insurance,
with coverage depending upon the size of the ship.
Claims for compensation can only be made in the
courts of the contracting parties within whose terri-
tories the damage has occurred or protective mea-
sures have been taken.

The CLC was supplemented by the 1971 Interna-
tional Convention on the Establishment of an Inter-
national Fund for Compensation for Oil Pollution
Damage (the Fund Convention).This affords further
protection to the injured party in cases where oil pol-
lution damage is not recoverable under the CLC or is
not fully recoverable due to the liability caps. The
fund is being supplemented by contributions of the
mineral oil industry. In parallel with the CLC, the
Fund Convention was also subjected to thoroughgo-
ing revision by the 1992 Protocol.

In 1996, IMO proposed an International Conven-
tion on Liability and Compensation for Damage in
Connection with the Carriage of Hazardous and
Noxious Substances by Sea (HNS Convention). This
excludes from its scope oil and nuclear accidents at
sea, which are regulated by specialized agreements.
The proposed convention provides for the establish-
ment of an HNS fund modeled on the oil liability
fund, which is subsidiary to the strict liability of the
carrier. It is not yet clear whether the proposed con-
vention will enter into force; by the expiry of the
deadline for signature at the end of September 1997,
only 6 further European states and Canada had
signed in addition to Germany. In view of the impor-

tance of the matter – more than half of all goods
transported by sea are classified as hazardous or tox-
ic (Puttfarken, 1997) – a uniform liability regime ap-
pears extremely desirable.The reticence displayed by
many states is evidently because, as opposed to oil
transport, no severe accident involving hazardous
and noxious substances has yet occurred.

Nuclear accidents
For Western Europe, nuclear liability law was largely
harmonized by the Paris Convention on Third Party
Liability in the Field of Nuclear Energy adopted on
29 July 1960 under the auspices of the OECD, and
the Brussels Convention Supplementary to the Paris
Convention of 31 January 1963. The Paris Conven-
tion regulates civil liability arising from a nuclear in-
cident, while the Brussels Convention clarifies the
modalities of financial coverage in the relationship
among the party States under international law. This
regime covers not only accidents, but also harmful
continuous impacts. The recovery of damages is reg-
ulated primarily by the provisions of the Paris Con-
vention.This is supplemented by reference to the na-
tional law of the forum state, being the state in which
the incident took place, for instance with regard to
claims for compensation for non-pecuniary damage.
Under the Paris Convention the operator of the nu-
clear installation is held liable irrespective of fault. In
departure from the Paris Convention, since 1985
there has no longer been any maximum liability for
incidents occurring in Germany. Geographically, the
Paris Convention covers neither nuclear incidents
proceeding from installations in non-party States, nor
damage suffered there. Notably, the Chernobyl reac-
tor disaster thus did not fall under the scope of the
convention. Here the victims received compensation
from the states affected, if at all. In Germany, the
German taxpayer thus had to pay, not the operator of
the power plant.

The Vienna Convention on Civil Liability for Nu-
clear Damage adopted on 21 May 1963 under the
auspices of the International Atomic Energy Agency
(IAEA) has only had very limited success to date.
This was originally conceived as a worldwide agree-
ment. However, as a result of its intended worldwide
scope, in many fields it only contains minimum re-
quirements which are considered to be inadequate
by most states.

In September 1997, the Vienna Convention was
amended by a Protocol. It remains to be seen
whether the Protocol, which has not yet entered into
force, will enhance the acceptance of the Vienna
Convention.At the same time, a Convention on Sup-
plementary Compensation for Nuclear Damage has
been opened for signature. Both conventions now ex-
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plicitly include in their definition of ‘damage’ the
costs for restoring environmental impairment.

Sea transport of nuclear materials is regulated by
the Brussels Convention of 17 December 1971 Re-
lating to Civil Liability in the Field of Maritime Car-
riage of Nuclear Materials. This channels liability to
the operators of nuclear installations.The convention
of 25 May 1962 on the liability of operators of nuclear
ships has not yet entered into force. The reticence of
many states is probably because the wording of the
convention also includes warships.

F 2.2.1.2
General environmental liability agreements

If we look at their ratification status, the situation re-
garding general agreements on liability for trans-
boundary environmental damage is far less encour-
aging than it is for the specialized agreements dis-
cussed above.

Council of Europe
The Convention on Civil Liability for Damage Re-
sulting from Activities Dangerous to the Environ-
ment (the Lugano Convention) concluded on 21
June 1993 under the Council of Europe’s auspices
(Pipers, 1995; Friehe, 1995; Seibt, 1994) has a substan-
tive scope going far beyond liability as such (includ-
ing compulsory third-party liability insurance). This
is exemplified by supporting provisions relating to
procedural and administrative law. The Convention
provides for strict non-fault liability for dangerous
activities. The Convention contains a non-conclusive
list of such activities. Only a few states have signed
the convention so far, and none have yet ratified it.

The prospects for entry into force – which would
require three ratifications – are not favorable. This is
presumably partly because the party States have not
been given the option to set liability ceilings. Other
states such as Germany, which adopted its own Envi-
ronmental Liability Act in 1991, presently see no
need for such a detailed regulation at the interna-
tional level. However, such reticence on the part of
the legislator is not justified as long as the national
solution is not markedly superior to the internation-
al one.

European Union
In the European Union (EU) arena, the most impor-
tant recent development is the European Commis-
sion’s 1993 Green Paper on Remedying Environ-
mental Damage [COM 93 (47); Müller-Chen, 1997;
Hager, 1997]. The declared purpose is to reduce dis-
tortions of competition that result from differing lia-
bility systems. The Green Paper centers on the con-

cept of reinstatement of the natural environment,
compensation being secondary. Collective compen-
sation models are discussed as backstop mechanisms.
Due to the highly controversial debate that it has
triggered, a transposition of the Green Paper into
concrete legislative projects is not in sight. In the
meantime, the Commission is working towards a
White Paper, which shall serve as a basis for further
deliberations. The extreme positions in this debate
are a comprehensive harmonization of environmen-
tal liability law by an EC directive on the one hand,
and retaining the present situation, i.e. the regulatory
competence of the member states, on the other. An
intermediate solution also debated is for the Com-
munity and its member states to join the Lugano
Convention of the Council of Europe. The literature
calls into question the justification of a separate reg-
ulation at the EU level with reference to the sub-
sidiarity principle and the Lugano Convention
(Klass, 1997).

As a true substantive harmonization of environ-
mental private law at EU level is not to be expected
in the near future, attention turns to approaches to-
wards harmonizing at the European level the body of
principles for deciding which of two or more compet-
ing or conflicting rules shall apply (conflict of laws).
In connection with pertinent resolutions adopted at
the European intergovernmental conference in Am-
sterdam in June 1997, the preliminary work for a con-
vention on the law applicable to non-contractual
obligations is currently assuming concrete form. Such
a convention should also address the issue of the ap-
plicable environmental liability law in cases of trans-
frontier impairment. Here the ‘favorability principle’
(‘Günstigkeitsprinzip’) suggests itself as a conflict-of-
laws approach.

Hague Conference
We may further note deliberations of the Hague
Conference on Private International Law, which has
addressed the issue of regulating problems of envi-
ronmental liability law in an international agreement
(von Bar, 1995). In keeping with the tradition of the
Hague Conference, these efforts concentrate on is-
sues relating specifically to conflict of laws and inter-
national procedural law. No schedule has yet been
set. Such a convention will not yet be a part of the
19th conference due for the year 2000.

Scandinavia
The Nordic Environmental Protection Convention
adopted on 19 February 1974 by the Scandinavian
states could serve as a model for a multilateral agree-
ment. This covers all emissions proceeding from the
real estate of a contracting party (Lappe, 1993). The
particular advantages of this convention include the
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equal treatment that it accords to nationals and non-
nationals in environmental proceedings, and the right
to bring actions in the state from whose territory the
environmental impairment proceeds. The rules con-
tained in the convention on conflict of laws also ap-
pear convincing; under these the injured party can ef-
fectively choose whether the law of the state in which
the damage was generated or that of the state in
which the damage occurred shall be applied. To sup-
port protection against environmentally harmful ac-
tions emanating from other parties, a monitoring
body is established in each party to the convention
that must be heard in the other party States. In order
for these bodies to be able to operate effectively, it is
agreed that they shall have free access to informa-
tion.

F 2.2.3
Procedural problems

The control function of international environmental
liability law cannot be improved as long as the pro-
cedural issues pertaining to transfrontier actions
have not been adequately considered (Schack, 1992).
The question of the country in which an action can be
brought (international jurisdiction) can thus consid-
erably hamper transfrontier actions. The recognition
and enforcement of foreign court rulings is also an
important issue.

The international agreements on specialized areas
discussed above expressly contain provisions regulat-
ing jurisdiction. However, specific provisions can be
problematic. This is exemplified in the area of nu-
clear liability by Article 13 of the Paris Convention
(Section F 2.2.1.1), under which jurisdiction over ac-
tions lies exclusively with the courts of the contract-
ing party in whose territory a nuclear incident oc-
curred. Here the procedural channeling to the courts
of the installation State makes it difficult for the in-
jured party to bring actions, and is in contradiction to
the more reasonable general rule established by the
Brussels (EEC) Convention on Jurisdiction and the
Enforcement of Judgements in Civil and Commer-
cial Matters, under which the courts at the places of
the causative act and of the harmful outcome have
concurrent jurisdiction. The Brussels Convention is
of prime importance to European legal relations, but
is not applicable in matters falling within the scope of
the more specialized provisions of Article 13 of the
Paris Convention.

Furthermore, effective legal protection is only en-
sured if a successful action by the injured party for
compensation or injunction can be enforced against
the responsible party. In the case of transfrontier
emissions, the question frequently arises as to

whether a judgment given in the country where pol-
lution takes place will also be recognized and en-
forced in the country where the polluting installation
is located. For European legal proceedings, the Brus-
sels Convention already guarantees maximum free-
dom of applicability of judgments within the member
States.The Lugano Convention of the Council of Eu-
rope (Section F 2.2.1.2) contains corresponding pro-
visions.A noteworthy project in this context is that of
the Hague Conference on Private International Law
to create a worldwide convention on recognition and
enforcement, which would in particular cover legal
relations with the USA. This convention will be a
topic of the 19th Hague Conference in the year 2000
(on the preliminary work cf. von Mehren, 1997 and
Walter, 1997).

All conventions contain conclusive catalogs of
reasons for which recognition and enforcement may
be refused. It is to be noted that these reasons do not
expressly include the circumstance that a ruling in
the country in which the judgment was given is in-
compatible with an operating permit under private
law that was granted to the polluter in the country of
the court applied to. Many authors nonetheless as-
sume, with reference to the provison of the ordre
public, that such a permit must stand in the way of
recognition and enforcement (Schack, 1992). This
curtailment of freedom is regrettable and under-
scores the need for an international harmonization of
the public law of permits.

Where no international agreements apply directly,
many states are willing to recognize and enforce for-
eign court judgments. Concerning German practices,
we must draw attention here to Article 32a of the
German Code of Civil Procedure (Zivilprozeßord-
nung, ZPO). By providing for exclusive jurisdiction
of German courts for domestic installations within
the meaning of the German Environmental Liability
Act, the Code stands in the way of the recognition of
judgments given at the foreign place of occurrence of
environmental impairment. As opposed to this, the
Federal Republic of Germany claims, in the converse
case, international jurisdiction for its courts from the
aspect of the domestic place of occurrence when the
emitting installation is abroad. Article 32a ZPO is
thus not only an expression of unjustified inequality
of jurisdictional treatment of domestic and foreign
courts, but also impedes the free applicability of judg-
ments and thus greatly disturbs the international har-
mony of adjudication (Pfeiffer, 1993).
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F 2.2.4
Recommendations concerning liability under
private international environmental law

It is only at the international level that an effective li-
ability regime for transfrontier environmental im-
pairment can be developed that does justice to com-
peting interests and the matter at hand. The superi-
ority in this respect of international agreements that
harmonize substantive law and can provide compre-
hensive, coordinated provisions is clear. Moreover,
these can provide a context within which to address
issues such as third-party liability insurance or the es-
tablishment and financing of liability funds. On the
other hand, historical experience teaches us that it is
only rarely possible in the negotiating process to
achieve a final regulation of the problems at hand.
National legislators do not expect innovations of pri-
vate international law to be viewed positively by the
electorate – this applies particularly to environmen-
tal liability, with its possible repercussions upon na-
tional competitiveness. Frequently, it is only the pub-
lic pressure after disasters have happened that brings
about an increased willingness to negotiate. For in-
stance, the 1969 Agreement on Liability for Oil Pol-
lution Damage can be seen in connection with the oil
pollution disaster caused in 1967 on the coast of
Cornwall by the Liberian tanker Torrey Canyon.The
recommendation of the conference of ministers of
justice of 1986 that led to the Lugano Convention of
the Council of Europe was adopted only a few weeks
after the Chernobyl reactor accident (and only short-
ly before the Sandoz accident in Basel).

On the other hand, proposals for international
agreements have also failed because the envisaged li-
ability ceilings were considered to be too low. More-
over, many, particularly European, states which have
recently invested great effort in creating modern en-
vironmental liability legislation are most reluctant to
accept the necessity of uniform international law if
this would render redundant the effort invested or
would mean a material step backwards. We thus find
that creating a body of uniform international law
only has prospects of success in either clearly defined
specialized areas (nuclear and oil damage liability;
genetic engineering in the future) or for a limited cir-
cle of contracting parties (Scandinavia; possibly the
EU). In contrast, agreements concerned purely with
conflict of laws only promise a limited harmonizing
effect, but are more realistic in practice due to their
greater propensity for consensus.

It appears recommendable and practicable to pro-
ceed in several stages:
• Over the short term, work should press ahead on

an EU agreement on conflict of laws, in order to

thus guarantee international consistency of judg-
ments in cases involving transboundary environ-
mental impairment. For the reasons set out above,
the forum should be chosen under such an agree-
ment according to the ‘favorability principle’
(‘Günstigkeitsprinzip’). Such a harmonization of
conflict of laws provisions, for which we already
have a successful model in the international law of
obligations, would provide the desirable comple-
ment to the procedural harmonization already
achieved through the Brussels Convention on Ju-
risdiction and the Enforcement of Judgements.

• Over the medium term, approximating substan-
tive environmental liability law within the Euro-
pean Union is expedient, for the simple reason of
the associated harmonization of conditions of
competition. This approximation of private law
should be joined by a harmonization of public per-
mitting law. In the shape of the European Court of
Justice, the EU has a body capable of ensuring the
requisite uniform construction in the member
states of the rules created by these harmonization
efforts.

• In parallel, the Lugano Convention of the Council
of Europe should be promoted, not least because
this offers the possibility of integrating the eastern
European countries. For those states that cannot
resolve to accept such far-reaching harmonization
of substantive law, all efforts must be made to at
least ensure that these states recognize and en-
force judgments handed down to injured parties
by courts in the place of occurrence. Recognition
agreements offering structures for non-members
of the EU in particular are presently available in
the shape of the Lugano Convention and, in fu-
ture, in the shape of the anticipated Hague recog-
nition and enforcement agreement.

• Finally, support should be given to the objective
now pursued by the Hague Conference of devel-
oping an internationally acceptable agreement on
conflict of laws rules in the field of environmental
liability.At present, the prospects of such an ambi-
tious project cannot be assessed with any certain-
ty, although the work on such a project is – re-
gardless of the finally achieved number of ratifica-
tions – a pioneering effort towards promoting an
understanding of private law as a means of global
risk management through environmental liability
law.
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Environmental liability funds have the potential to
solve a number of the problems associated with indi-
vidual liability.Their purpose can be to provide fund-
ing for the remediation and compensation of damage
that has already occurred, or to pool funds with
which to compensate for future damage. In the first
case the financing function is dominant, as exempli-
fied by the CERCLA/Superfund for remediating
contaminated sites in the USA (Hohloch, 1994; Karl,
1994). If a fund has the second purpose, the financing
function is joined by a preventive function if future
damage or payments can be reduced by means of
precautionary measures. Funds attempt to compen-
sate for damage resulting from environmental pollu-
tion caused by products, waste disposal and emis-
sions to air, soil and water in cases where there is a
lack of access to individual polluters, and to create
specific incentives for potential polluters to take pre-
cautionary action. They are worth considering if de-
livering proof of individual causation is associated
with high costs, or if damages cannot be recovered
from individual polluters. Problems in proving causa-
tion arise in the event of or in relation to (Karl, 1994)
• Many potentially responsible parties,
• Unknown sources of emissions,
• Long periods between emission and manifestation

of damage,
• Synergistic damage, and
• The unequivocal identification of the cause of

damage.
The more difficult it is to establish a link between
polluter and damage, the more dominant the com-
pensation function of a fund becomes. From an effi-
ciency perspective, funds are most effective if there is
a definable circle of potentially responsible parties
that is integrated completely in the fund scheme and
makes contributions to the fund proportional to the
risk emanating from each party, and, moreover, this
circle is connected to a group of parties whose dam-
age suffered can be attributed relatively clearly to
certain effects. Here differentiated incentives to take
precautionary action can be given if the criteria for
assessing fund contributions are designed according-
ly. Contributions must be linked to the circumstances

to which the damage is causally attributable, and not
to proxy measures (e.g. to emission levels, not to
products or inputs; Karl, 1994; Rehbinder, 1992b). It
is at this point that problems associated with balanc-
ing efficiency gains and practicability arise. The less
differentiated the assessment of fund contributions
is, the more likely it becomes that individual emitters
adopt a free-rider position because precautionary ac-
tion is not rewarded and the costs of damage are
borne by all fund members. The precondition to dif-
ferentiation is that the fund operator has an interest
in giving such incentives. In contrast to insurance
companies, who do indeed have such an incentive be-
cause they must maintain their position in competi-
tion with other companies and efficient precaution-
ary incentives provide cost reductions, fund opera-
tors may lack this incentive (Ladeur, 1993). The
weaker this incentive is for the operator, the more
the compensation function of the fund gains impor-
tance to the detriment of the preventive function. A
further problem is that, compared with individual
strict liability, funds generate inadequate incentives
to carry out research in order to discover possible
negative consequences of emissions that are not yet
known. This would be only worthwhile if contribu-
tions could be thereby reduced, for instance if these
are assessed (in part) on the basis of the research ef-
fort undertaken by an emitter.

These efficiency-related problems of funds restrict
their usefulness. However, these problems should not
be overstated, as they must always be seen in relation
to available alternatives and the critical points of
such alternatives. The initial argument in favor of a
fund solution in a given situation is the lack of incen-
tive effect emanating from individual liability claims
against concrete polluters. Without a fund – or other
measures – excessive damage will remain without
compensation for the injured party, and precaution-
ary incentives will also be too weak. Funds can im-
prove this situation both in terms of cost distribution
and in terms of precautionary efforts. The question
nonetheless remains as to whether:
• The efficiency goal could not be attained more

cost-effectively by other measures, and whether
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• Compensation could be provided more cost-effec-
tively by other avenues.

Expected damages resulting from continuous emis-
sions can also be reduced by means of instruments
such as taxes and charges or tradeable permits. How-
ever, these presuppose that the likelihood of damage
is known. There is otherwise a danger that taxes and
charges or tradeable permits are used to pursue pure
minimization strategies. These instruments thus can-
not substitute the efficacy of individual liability and
of funds in generating new knowledge.They can only
control known, expected damage, in which case ex
ante risk reduction may indeed be more cost-effec-
tive than funds. As an alternative to payments from
funds, compensation can also be provided by health
insurance systems (Karl, 1994). Here the link be-
tween polluter and compensation is severed com-
pletely. Nonetheless, in cases where the compensa-
tion function of the fund dominates because the link
between fund contributors and damage covered by
the fund is highly indeterminate, providing such com-
pensation through general social security systems
can be advantageous.

Preventive function
One circumstance weakening the preventive func-
tion of funds is that assessing contributions that are
proportionate to the risks emanating from contribu-
tors would cause high costs.The more comprehensive
the compensation provided by a fund, the weaker the
preventive function becomes. The more diverse the
types of damage that are to be compensated, the
more undifferentiated the contributions will be, and
the more undifferentiated the precautionary incen-
tives. Nor does the collectivization of liability pro-
mote learning in a society (Ladeur, 1993). Individual-
ized liability gives the individual potential polluter
incentives to activate and expand his knowledge of
possible damaging effects and precautionary mea-
sures. Insurers collect knowledge about causes of
damage and precautionary options from a variety of
sources of experience, and can pass on this knowl-
edge to potential polluters through requirements
tied to premium cuts. Knowledge is thus produced in-
dividually, collected centrally and disseminated.
Dedicated funds (e.g. for certain air pollutants) may
also produce learning effects. If individual fund mem-
bers can bring about reduced contributions by devel-
oping new organizational forms and technologies
that lead to reduced risks, all other potential pol-
luters will profit from this in the course of time.
Moreover, dedicated funds provide a forum in which
experience on possible damaging effects of sub-
stances and on causes of damage can be collected and
disseminated to fund members. From this, too, soci-
eties profit in the course of time. Generic funds, in

contrast, to which many potential polluters con-
tribute and from which many different types of dam-
age are compensated without detailed knowledge of
cause-effect relationships, do not promote learning.
Rather, they promote free-rider behavior. The same
applies if dedicated funds lack incentives to reward
risk-reducing behavior. Funds are thus no substitute
for individualized liability (Rehbinder, 1992b). They
can only have a supplementary function in areas
where individualized liability fails.

Even in such areas, specific cases must be exam-
ined to see whether the fund still generates an effi-
ciency-enhancing effect. If the fund is only to have a
compensation function, it needs to be considered
which efficiency-reducing effects may result. If con-
tributions to the fund are linked positively to the lev-
el of premiums for individual insurance – because it
is assumed that a high premium indicates a high risk
– considerable incentive distortions can result.This is
because a high risk in areas amenable to insurance
need by no means imply that the risk is high in an
area not amenable to liability law (Ladeur, 1993).The
commencement of insurable activities then becomes
dependent upon mandatory contributions to a fund.

Statutory environmental insurance agencies
‘Statutory environmental insurance agencies’ (Ger-
man:‘Umweltgenossenschaften’) offer an alternative
to liability funds (Kloepfer, 1988; Rehbinder 1992b, c;
Wagner and Janzen, 1994). They transfer to the envi-
ronmental protection sphere the model of the Occu-
pational Health and Safety Agencies (‘Beruf-
sgenossenschaften’, social accident insurance institu-
tions) established under the German social security
system. The great advantage compared with funds is
that such agencies are in a position to carry out mon-
itoring and to mandate technical standards, while
funds must rely upon monetary incentives, risk as-
sessments and the provision of advice. However, it is
dubious whether the successful track record of health
and safety agencies in industry can be replicated in
the environmental sphere outside of firms. In con-
trast to workplace exposures, environmental impair-
ments are externalized costs that in many cases can-
not be attributed to any specific firm. In workplace
health and safety, there are preventive incentives, as
preserving the work capacity of employees is in the
interest of the company, and it is often relatively sim-
ple to identify connections between damage and the
workplace. In cases of substance-related damage,
however, the situation already becomes problematic
if exposure is long-term and it thus becomes difficult
to furnish proof of causation (Rehbinder, 1992c).
Moreover, with a statutory environmental insurance
agency the circle of claimants is much larger than
with a health and safety agency; it potentially encom-
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passes the entire population. This gives rise to con-
siderable organizational problems. A further aspect
is that conflicts of interest are not, as in the health
and safety field, among actors linked organizational-
ly within one unit, where unresolved conflicts are to
the detriment of both sides, but are between external
injured parties on the one side and company man-
agement and employees on the other. This hampers
cooperation. In the workplace health and safety
sphere, the advantages of statutory insurance agen-
cies include close ties to those organizational struc-
tures, production processes and substances in which
the risk resides, and associated advantages for in-
jured parties in terms of access to information.These
advantages do not arise in environmental protection
external to the firm.



F 4 Permitting procedures

Permits are a traditional tool of preventive state con-
trol. Depending upon the branch of law and function,
they are also termed approval, authorization, consent
or license. Permitting procedures are an integral part
of German environmental law. Permits granted in
other branches of law, such as building permits, are
also of relevance here, as environmentally relevant
aspects must be considered when they are issued
(Wahl, 1994). Furthermore, one and the same case
may require several different permits.

A permit is a form of general control of com-
mencement – without the permit, certain actions are
prohibited.This does not mean that these actions are
therefore automatically considered as undesirable
under the law. It merely serves to give the authorities
scope for carrying out a control procedure (permit-
ting procedure) in which they can check compliance
of actions with the applicable legal provisions. Per-
mits may be required for e.g. the installation and/or
operation of a facility, or for the marketing of a prod-
uct (Wahl, 1994). A generic term is ‘project’ (Ger-
man: ‘Vorhaben’).The permit has a direct controlling
effect upon the individual, and thus serves the pro-
ject- or case-related realization of the principles of
environmental law (Erbguth, 1988). Planning instru-
ments, in contrast, do not serve case-by-case risk con-
trol, but rather strategic risk management.They have
an important function in support of permits, not least
because planning requirements must be taken into
consideration in permitting procedures. From the
perspective of the applicant, the need to obtain a per-
mit is not just a burden – as long as a permit remains
valid, i.e. has not been revoked or withdrawn, it gives
the project an independent constitutive basis. To a
certain degree, it provides a legal safeguard for the
project (Wahl, 1994).

Three basic types of permits can be distinguished
according to the constitutive elements of the deci-
sion-making process (BMU, 1998):
• The ‘bound permit’ (‘gebundene Genehmigung’),

where the applicant has an entitlement to obtain
the permit if all permit requirements are met (this
type applies particularly to the permitting of in-
dustrial facilities under emission control law).

• Permits upon which the authority can decide
freely after a due assessment of the circumstances,
even if all permitting requirements are met (e.g.
consent under water resources law, and permits
for nuclear facilities).

• The ‘plan approval’ (‘Planfeststellung’), which is
used above all when approving space-appropriat-
ing public infrastructure projects, and forms the
legal basis for any necessary expropriation; this re-
quires an equitable balancing of public and private
concerns affected by the project.

Due to the planning discretion available to the au-
thority, plan approval procedures are partly counted
as belonging to the planning instruments. However,
the difference to pure planning is that the formal
public planning decision (‘Planfeststellungsbe-
schluß’) that concludes the plan approval procedure
decides whether the project in question will be car-
ried out or not (Erbguth, 1988).This discrete decision
taken at the end of the plan approval procedure sug-
gests its inclusion in the category of permitting pro-
cedures. In any case, permitting procedures and plan
approval procedures have moved very close to each
other under the applicable law in Germany (BMU,
1998).

Prime elements of a permitting procedure include:
typically, comprehensive requirements upon the ap-
plicant to submit forms and documents, scoping of
the expected framework (regulated e.g. under Art. 5
of the German Environmental Impact Assessment
Act), public notice of the application, laying out of
documentation for public inspection, consultation
with other authorities with a concern in the project in
question and, finally, a formal hearing providing a fo-
rum for third parties to voice objections (Wahl,
1994).

While permitting procedures under environmen-
tal law can be classified in the above manner, there
are such great differences in the concrete structure of
various procedures that it is justified to speak of a
fragmentation of procedural law (BMU, 1998).This is
all the more so as larger projects require an array of
permits that can be subject to disparate procedural
rules, the resulting fragmentation leading to friction-
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al losses in enforcement and to coordination prob-
lems in parallel permitting procedures. Amendments
to the various statutes involved further contribute to
legal uncertainty among enforcement authorities and
among the private parties to whom these norms are
addressed. The fragmentation of permitting rules is
not specific to Germany. It is an issue of concern in
many other countries, too. In California, for instance,
permits for industrial and commercial facilities that
represent a source of air pollution are not granted for
the facility as a whole, but for each individual ma-
chine or unit. It is not uncommon for one facility to
require 100 and more air pollution permits (Jarass,
1993).

Proposals for reform
In Germany, two points are currently viewed as be-
ing in particular need of reform: the duration of pro-
cedures and the sectoral focus of permits. Of the nu-
merous proposals aimed at expediting permitting
procedures, many have already been implemented by
the legislative body. The adoption of the relevant ex-
pedition acts has attracted considerable criticism
(BMU, 1998). However, from the perspective of the
risk-controlling effect of permits, the more important
aspect is that of overcoming the sectoral focus of
permitting rules and the associated diversity of per-
mits required. A transmedia approach to environ-
mental concerns has already been established in Ger-
man permitting law through the German Environ-
mental Impact Assessment Act (UVP-Gesetz). This
step, which was required to implement European
Community (EC) law, has thus already contributed
to consolidating certain parts of the procedure. The
obligation to transpose into national law the IPPC
Directive of the EC now exerts a further incentive to
integrate existing permitting procedures.

It is against this background that the independent
commission of experts on a German Environmental
Code (Umweltgesetzbuch, UGB-KomE) submitted
its draft.This is based on an integrated project permit
as the basic model (Arts. 82ff UGB-KomE). Accord-
ing to this draft, the review of environmentally relat-
ed issues and the decision on these are to be inte-
grated in a unified procedure. This shall thus inte-
grate both the procedures and the environmental
media. It is then possible to consider in the decision
on a project permit the full results of an environmen-
tal impact assessment (EIA) which requires a com-
prehensive and transmedia assessment of the envi-
ronmental impacts of a project and the participation
of the public in this process (BMU, 1998).

The lack of uniformity exhibited by the various
permitting procedures is only partially attributable
to substantive reasons. It is mainly a result of histori-
cal circumstances, as risk-prone projects were regu-

lated successively whenever the need arose. It was in-
escapable that this focus on the needs of the day was
to be to the detriment of a broad consideration of the
overall effect of the various permitting procedures.

In the opinion of the above commission, the vari-
ous permitting procedures under environmental law
can be organized around one basic type – the (inte-
grated) project permit. Depending upon the specific
characteristics of the project in question, the project
permit can be organized as a bound (Arts. 83ff UGB-
KomE), planning (Arts. 101f UGB-KomE) or simple
project permit (Arts. 109f UGB-KomE). Where nec-
essary, further differentiations can be made within
these three variants.This then introduces a certain di-
versity again, but the existing plethora is stripped of
its historically determined peculiarities. The advan-
tage and aim as compared to the existing situation is
not to merely systematize as an end in itself, but to in-
tegrate and approximate the applicable procedures.
This has the benefit of enhancing transparency for
the applicant (and also for the administration). It be-
comes easier for all sides to recognize whether dif-
ferentiations are made for substantive reasons or not.
In short, it is a matter of streamlining permitting law
by means of systematization, harmonization and
standardization (Koch, 1996).
• In the standard case of the ‘bound’ project permit,

the authority is obliged to approve the project if
the requirements are met by the applicant.

• The ‘planning’ project permit is required for par-
ticularly important projects such as final reposito-
ries for radioactive wastes, landfills, or the regula-
tion of water courses. Under Art. 102 of the draft
German Environmental Code, the authority must
undertake a weighing exercise. The interests af-
fected by the project, including environmental im-
pacts, must be ascertained and weighed, the pro-
ject must be in the public interest and the author-
ity must come to the conclusion that the interests
speaking in favor of the project predominate
(Kloepfer and Durner, 1997).

• The ‘simple’ project permit is intended for those
projects that are compatible with the protection of
human health and the environment in terms of
their type, extent and duration of deleterious im-
pacts, and thus allow a permit under simplified re-
quirements (Art. 109 para 1 UGB-KomE). The
permit can only be granted if this has been deter-
mined by a statutory ordinance, and can only be
provided for a certain group of projects, e.g. facili-
ties that require permits under emission control
law, genetic engineering facilities of the risk class-
es two to four under German law and the release
of genetically modified organisms.

The choice and design of state controls are sovereign
decisions of each individual state.With the exception
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of the special case of the European Union, an inter-
national harmonization of permitting procedures is
not (yet) in sight. All the more importance attaches
to the possible model role that might be played by a
unified project permitting system in one nation such
as Germany. The commitment to instrumentalize en-
vironmental impact assessment and the necessity to
transpose into national law the IPPC Directive are
tasks that exert pressure for reform in the other
member states of the EU, too. The question also aris-
es in other countries as to whether the diverse array
of permitting procedures that has emerged from his-
torical processes should not be replaced by a uniform
concept in order to safeguard transparency and legal
certainty and thus ultimately to enhance the efficien-
cy of the tool. The project permit procedure, as pro-
posed for the draft German Environmental Code
and with due regard to German specificities, may
provide an impulse for other countries to harmonize
their permitting procedures, too. Substantive re-
quirements (including international standards) are
largely realized via permitting procedures. A unifica-
tion of these procedures thus also has international
relevance. It would then be easier to compare inter-
nationally the implementation of substantive stan-
dards – after all, this is the end that formal rules
serve.
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F 5.1 
Risk premiums and environmentally relevant
innovations

Most of the tools discussed in Part F of this report can
evidently make a contribution to risk policy. In addi-
tio the extent to which conventional instruments of
environmental policy – such as regulatory controls,
environmental levies and tradeable permits – are
also of relevance to risk policy objectives needs to be
examined. This is done for regulatory controls, which
are the dominant tool worldwide, in Section F 4. In
the following we briefly discuss to what extent eco-
nomic incentive instruments (environmental levies
and tradeable permits) have risk policy relevance.
Regulatory controls are only touched upon here to
the extent that they serve as a reference framework
for presenting the advantages of economic environ-
mental policy tools.

The purpose of environmental levies and trade-
able permits is to reduce emissions. They thus do not
target risks directly in the way that liability law does.
Nonetheless, they do impact upon risks related to
emissions, be it that the dose-response relationship
associated with an individual emission causes previ-
ously unknown effects, or that cumulative and syner-
gistic risks must be feared. It is therefore the risks
that reside in emissions which typically form the con-
nection between risk policy and environmental levies
or tradeable permits.The following discussion conse-
quently refers primarily to the Pandora, Pythia and
Cassandra classes of risk.

F 5.1.1
Characteristics of economic incentive instruments

While regulatory controls generally specify a certain
action, economic incentive instruments operate by
modifying cost-benefit parameters of alternatives for
action. The decision to pursue a certain option re-
mains with the individual and is made on the basis of
modified cost-benefit relations (Michaelis, 1996).

Economic incentive instruments thus leave greater
leeway for the individual in the choice of ways to im-
plement measures that have a bearing upon environ-
mental protection.

Economic incentive instruments target the price
that is to be paid for using the environment.Through
such ‘pricing’ of the environment, the behavior of in-
dividuals is directed towards more environmental
protection. This is why economic incentive instru-
ments are also termed pretiale control instruments.

Three classes of economic incentive instruments
are generally distinguished:
1. Environmental levies increase the price of envi-

ronmentally relevant economic activities, such as
pollutant emissions, and thus target the price di-
rectly.

2. Tradeable permits limit the quantity of pollutants
that can be released to the environment, and thus
modify the price for using the environment
through the scarcity imposed on the permissible
total pollutant quantity.

3. Liability law can also be counted among these in-
struments, viewed in juxtaposition to regulatory
law (Zimmermann, 1984); liability law is discussed
elsewhere in this report (Sections F 2 and G).

For the sake of completeness, we might also mention
subsidies here as an environmental policy instrument
that, in a purely theoretical analysis, might appear to
develop the same incentive effects as environmental
levies. In environmental policy practice, however,
there are considerable differences, as over the longer
term market signals are perverted by subsidies be-
cause the relative prices are modified in favor of pol-
luting branches of industry (Cansier, 1996). There
may be further linkages between subsidy policies and
rational risk policy with respect to the removal of en-
vironmentally damaging subsidies or the application
of subsidies in research policy. However, a discussion
of these would go beyond the scope of the present
section on economic incentive instruments.

Environmentally damaging regulations that
should be removed are exemplified by the case of the
Indonesian 2,300% export duty on rattan, which has
had a devastating impact upon the sustainable use of
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Box F 5.1-1

Risks posed to the sustainable use of resources
through inappropriate institutional regulations:
Rattan production in east Kalimantan

Background
‘Rattan’ is a term referring to various palms of the genus
Calamus or related species. The term also refers to the hard
parts of the stems of such palms and to the furniture, wicker
work, walking sticks etc. that are made out of it. The various
species and their uses are classified in two groups having a
stem diameter above or below 18 mm. The larger diameters
are used mainly for furniture (frames) and artisanal crafts,
while the smaller diameters are used for mats (e.g. Japanese
Tatami) and wicker work, e.g. for chairs or walls.

In east Kalimantan, one of the four Indonesian provinces
on Borneo, the Sega variety (Calamus caesius) is dominant.
This has a diameter of 7–12 mm. East Kalimantan accounts
for 10–15% (20,000–30,000 t year-1) of the total Indonesian
production of raw rattan (estimated in 1996 at just under
200,000 t). Eighty percent of the harvest there comes from
cultivated ‘rattan gardens’, while 20% is collected in the for-
est. The same applies to most species with larger diameters,
which come mainly from Sumatra and Sulawesi.

Rattan production in east Kalimantan is largely positive
in all three dimensions of sustainability. In the ecological di-
mension, rattan extraction, including that from rattan gar-
dens, has very low impacts compared with other forms of
commercial utilization of forest space (fire cultivation, plan-
tations etc.). Overexploitation has occurred occasionally of
the collected species in natural forests – notably the larger
diameters on Sulawesi. In the economic dimension, rattan
production has good prospects because it goes to applica-
tions that have sales markets both in the developing coun-
tries and in industrialized countries. In the social dimension,
rattan use is positive insofar as it is conducted almost exclu-
sively by a large number of small farmers, in this region no-
tably by families which otherwise have almost no alternative
source of income.

Until the policy changes introduced in 1986/1988, the
production and sale of rattan had developed very positively.
Prices for raw rattan material after the first processing stage
(washed, dried and largely also sulfurated) had grown eight-
fold between 1976 and 1986. This growth had already taken
place by 1981, so that an extended period marked by high
export prices had stimulated production and income gener-
ation. For good quality Sega, an equivalent of US-$ 0.45 was
paid in 1987–1988. Most of the raw material was exported di-
rectly from the port of Samarinda, where in 1986 13 export-
oriented rattan companies operated. The larger part of pro-
duction went to the manufacturing of mats by companies in
south Kalimantan, where 20,000 people were employed by
this industry at that time.

New institutional regulations
In October 1986, a ban was imposed on the export of all
kinds of raw rattan. As a consequence, the export of semi-
finished products rose from 20,000 t in 1985 to more than
130,000 t in 1987 (ASMINO statistics). It was reported that
strangely rough, huge rattan baskets were exported as fin-
ished products, then to be dismantled at the place of desti-
nation (e.g. China) in order to use the material for other fin-
ished products (Haury, personal communication).

The export ban was then extended in June 1988 to semi-
finished products. In 1992, the export ban was converted into
export taxes ranging from 10 to 15 US-$ kg-1. This was up to

2,300% of the export price, which effectively amounted to a
continued ban.

The purpose of all these measures was to channel rattan,
in which Indonesia had a very strong position on the world
market, to uses with higher levels of domestic value added.
In these years 250 additional production units were indeed
established on Java, providing total employment for approx-
imately 70,000 people in Cirebon, Surabaya and Jakarta.
However, these new domestic industries were by no means
able to absorb the large quantities of raw and semi-finished
rattan that had been exported until 1986 or 1987. While the
planned shift from the previous export market for raw and
semi-finished products to an export-oriented domestic rat-
tan furniture industry did succeed to a certain degree, the to-
tal quantity of raw rattan sold in the country crashed. This
was mainly caused by the extreme export duty.

Consequences
The outcome of these developments was that prices for most
types of rattan, particularly those with small diameters such
as Sega, began to fall. By 1997, producer prices for Sega had
fallen to a level that was only 31% of the prices of 1989. If we
further consider the devaluation of the rupee, then prices in
June 1997 were only 21% of those in 1989, and by 1998 the
level must be assumed to have dropped even further. The
price collapse cannot be attributed solely to the export duty,
as in the meantime export licenses (a quota system), i.e.
quantitative restrictions, have been introduced for the rattan
mat industry in south Kalimantan.At the same time demand
from Japan, the main purchasing country for these products,
has dropped distinctly. Nonetheless, the rapidly rising vol-
ume of illicit exports shows that this drop in demand only
explains a (probably small) part of the drop in prices. By
1997, smuggling in raw rattan had peaked, with an estimated
share of 30% of total Indonesian raw material production.
Smuggling is largely via the Malaysian part of Borneo, above
all through Tawan/Sabah, which is located opposite to the
Indonesian Numukan. Here the shippers sell the rattan that
they have bought up on the Indonesian coast of Kalimantan.
Malaysia even maintains statistics on the totality of these
imports (MIDA, no year). No import duty is levied in
Malaysia (Druba, personal communication), but rattan can
only be exported again if it has undergone some further pro-
cessing – larger diameters are polished and smaller ones are
split.

Thus, although the export of raw or semi-finished rattan
from Indonesia was effectively banned by the prohibitive
export duty, an international value-added chain could still be
traced in 1997 (Haury, personal communication). The semi-
finished material (polished, split and woven) offered at
trade fairs (such as INTERZUM) in Germany by European
traders evidently originates from Indonesian harvests. This
semi-finished material is processed in China or – if quality
requirements are particularly high – in Singapore. It gener-
ally gets there from Taiwan, Malaysia, where processing
steps are carried out due to the above-mentioned Malaysian
regulations. Indonesia is the country of origin of the rattan.
There the freshly harvested, very moist rattan only has to be
subjected to a few initial processing steps in order to prevent
fungal or insect infestation.

The enormous volume of smuggling evident here is clear-
ly a consequence of the changes in institutional regulations
implemented from 1986 to 1992. Raw rattan exports thus
continued, but no longer through the official channels. In
some areas, smuggling has contributed to a certain stabiliza-
tion of the very low producer prices. Nonetheless, illegal ex-
ports no doubt had their price, inter alia in the shape of pro-
tection money and bribe money, as compared with the or-
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this natural product (Box F 5.1-1). While this is not a
subsidy, the example illustrates that it is often partic-
ularly expedient in terms of environmental policy to
remove existing incentives that have negative effects
– as is the case for many subsidies or customs duties.

F 5.1.2
Applying economic incentive instruments

The particular risk policy relevance of economic in-
centive instruments stems from their (potential) con-
tribution to the two following approaches that can be
pursued by environmental policy under uncertainty
(Wätzold, 1997; Wätzold and Simonis, 1997):
1. The general risk premium approach. Under this

approach, the uncertainty aspect is taken into con-
sideration by integrating in the evaluation of envi-
ronmental quality a ‘risk premium’ (‘Risikoprä-
mie’) in the sense that a higher environmental
quality is aimed at than if certain information on
the consequences of human interventions in na-
ture were available.The central proposition is that
“if there is risk aversion in conjunction with eco-
logical uncertainty, a lower level of intervention in
nature is recommended than if there is ecological
certainty” (Wätzold, 1997). As environmental
risks will make environmental resources scarcer in
the future, a higher environmental quality can be
understood as a form of insurance against envi-
ronmental risks (Siebert, 1987a). Following this
approach, the issue is whether the application of
economic incentive instruments can attain a risk
premium for society as a whole.

2. The innovation-oriented environmental policy ap-
proach. The goal of innovation-oriented environ-
mental policy approaches is to reduce emissions
through stimulating progress in environmental en-
gineering. Following this approach, the issue then
is: what effects do economic incentive instruments
exert upon the innovation behavior of economic
agents?

F 5.2
Risk premiums and environmental engineering
progress

F 5.2.1
Regulatory controls

The advantages of economic incentive instruments
are normally debated in the context of the regulato-
ry, or ‘command and control’ (CAC), approach (End-
res, 1997). The CAC approach, when promulgating
certain emission standards, does not differentiate ac-
cording to the costs incurred by companies to achieve
a unit of emissions reduction, the environmental pol-
icy goal aimed at by this approach is not achieved at
the lowest macroeconomic cost. In addition to this
static inefficiency, the CAC approach is not dynami-
cally efficient, either, as it does not give any incen-
tives to reduce emissions further below the permitted
residual level and to further develop the prescribed
state of the art – i.e. to be innovative. Indeed, the
CAC approach is often even criticized for causing the
engineering fraternity to hold back on the technical-
ly feasible opportunities for emission control.

derly export trading carried out by the previously numerous,
competing export firms.

The effect of smuggling (instead of legal export) is only
one element in the cause-effect chain that has led to nega-
tive impacts upon rattan producers. The main effect is the
collapse of export options for raw material and semi-fin-
ished goods, caused by the measures adopted in 1986–1992
and further exacerbated by the declining demand from
Japan since the introduction of the export license (1988–
1989), and for other finished products from the Asian coun-
tries since 1996–1997.

For the rattan producers, i.e. the multitude of small farm-
ers, the consequences have been devastating. Producer
prices have become so low that farmers view their rattan
stands rather as a reserve (in the hope that the quality of the
rattan will not deteriorate over time). Where good offers
have been made for the land, rattan gardens have also been
sold, and cases are known in which farmers have been more
or less forced to convert their gardens to plantations for oil
palm or industrial timber.An important effect is that the im-
poverished farmers are increasingly engaging in illegal log-
ging and in poaching rare bird species, in order to at least
maintain their already low level of income.

The major risks to the economic position of the under-
privileged rural population in terms of sustainable produc-
tion (of rattan) and of course the risks resulting for biodi-
versity illustrate how a single inappropriate regulation can
jeopardize sustainability in all dimensions at once – ecolog-
ical, economic and social.

Outlook
The International Monetary Fund (IMF) has intervened
with the result that the export tax is to be cut to 10% from
March 1, 1998 onwards (Jakarta Post, 1998). Once the
planned export tax cut has come into effect (export regula-
tions still had not been adopted by the end of March 1998) it
will emerge how long it takes to recover the lost export mar-
kets – not least in times of a very difficult economic situation
in east Asia. In any event, smuggling will presumably no
longer be worthwhile, so that the price pressure caused by
the no doubt exceedingly high dealer's margin due to ille-
gality can be expected to relax. It will further become clear
how many of the rattan gardens still exist and in what state
they are, as little is yet known about the durability of rattan
that has not been harvested over extended periods.
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This theoretical discussion of the shortcomings of
the CAC approach does not apply without qualifica-
tion in practice, as in many cases regulatory controls
have some degree of differentiation or permit some
degree of flexibility.They thus need not impede envi-
ronmental engineering progress, and may even stim-
ulate it under the proper circumstances. Indeed, in
Germany the laws and regulations have stimulated
environmental engineering progress to some extent
in the spheres of air pollution control, waste preven-
tion and wastewater treatment. Positive effects can
also be noted in the area of environmentally sound
product development. Nonetheless, as we shall show
below, it can be assumed that economic incentive in-
struments are fundamentally superior in terms of
their capacity to stimulate environmental engineer-
ing progress. A further point is that at the global lev-
el we may assume the applicability of regulatory con-
trols to be subject to considerable restrictions.

However, the CAC approach is indeed suited to
attain the general risk premium explained in the pre-
vious section. CAC measures can – at least theoreti-
cally – attain almost any desired environmental qual-
ity standard, although the macroeconomic costs re-
quired for this will generally be higher than if eco-
nomic incentive instruments were used.

F 5.2.2
Environmental levies

Environmental charges or taxes – for which we use
here the generic term ‘environmental levies’ – meet
not only the goal of static efficiency in the sense of
minimizing macroeconomic costs incurred to attain a
certain environmental quality, but also meet the goal
of dynamic efficiency. Each emission unit prevented
means for the company a financial gain in the form of
the avoided payment. In contrast to regulatory con-
trols, environmental engineering progress is reward-
ed financially. The environmental engineers in the
companies are then no longer viewed as mere ‘cost
causers’, but as members of the corporate organiza-
tion that can provide financial benefits to the compa-
ny. Their position in the company is thus upgraded
considerably, as is that of the entire environmental
branch. It needs to be examined in each specific case
which innovation stimuli proceed from a particular
type of environmental levy (Zimmermann et al.,
1996).

Environmental engineering innovations will at
least tend to be stimulated by environmental levies.
As concerns the attainment of a risk premium, how-
ever, we must argue more differentiatedly. The eco-
logical effectiveness of charges and taxes depends
upon the effects that the direct price increase of use

of the environment has upon the behavior of eco-
nomic agents. If the economic framework conditions
permit, companies can pass through to the final con-
sumers the extra costs represented by environmental
levy payments. This tax shifting need not impair the
incentive to seek measures for emissions reductions
(Zimmermann and Henke, 1994). But such a constel-
lation does not guarantee the effective pursuit of the
given ecological goal. The innovation effects of envi-
ronmental levies thus can always only be examined
for the concrete case. Relevant aspects here include
the level of the levy and the point at which it is raised
(on the input or the emission side).

A further important restriction is that this instru-
ment will only have a risk-reducing effect for those
environmental risks whose risk potential is known.
Where there is a complete lack of knowledge of the
risks (Section G), the concept of the risk premium
does not apply (Wätzold, 1997). As opposed to opin-
ions frequently voiced in the literature, environmen-
tal engineering innovations cannot be assumed to al-
ways have a risk-reducing effect. Integrated pollution
control does have the advantage in contrast to end-
of-pipe technologies that the modification of the pro-
duction process caused by improved integrated
process technology not only reduces the target pollu-
tant but possibly also a broad range of pollutants.
However, the possibility cannot be dismissed that the
restructuring of the production process leads to the
emergence of new pollutants whose risk potentials
are unknown. It thus cannot be claimed with certain-
ty ex ante that environmentally relevant innovations
automatically have a risk-reducing effect, although
they are of course in principle requisite and desirable
in many areas.

F 5.2.3
Tradeable permits

The basic theoretical principles for controlling envi-
ronmental quality by means of tradeable permits can
be outlined as follows. In a first step, an emission ceil-
ing for a pollutant is established through the political
process. Subsequently, this quantity of pollution is
shared out among a limited number of freely trade-
able emission permits or certificates. These certifi-
cates are distributed among the emitters and entitle
the holder to emit a certain quantity of the pollutant.
Emitters will compare their marginal abatement
costs with the market price to be paid for an emission
certificate, and will opt either for abatement or for
purchasing certificates. Regardless of how certifi-
cates are distributed to the emitters, the ensuing
trade in emission entitlements will ensure that indi-
vidual marginal abatement costs are leveled out, thus
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satisfying the criterion of (static) economic efficien-
cy.As, in contrast to levies, a tradeable permit system
is not based on the price of a unit emission but upon
the total quantity of permitted emissions, the envi-
ronmental quality target will always be achieved.

Moreover, tradeable permit systems have the ad-
vantage, as do environmental levies, that they are
both statically and dynamically efficient. Thus, and
this is a prime aspect, further abatement is rewarded
financially through the possibility that it offers to sell
otherwise required certificates. A continuous incen-
tive to seek cost-effective abatement measures is
thus created (dynamic efficiency).

In contrast to environmental levies, tradeable per-
mits have the further advantage that they are ecolog-
ically effective.As they are based on pollution levels,
certificates can be used – measurement and monitor-
ing problems set aside – to achieve an intended emis-
sion target and thus the desired environmental qual-
ity. Tradeable permits thus make it possible to target
a general risk premium more accurately than envi-
ronmental levies do.

How strong the innovative incentives proceeding
from certificate schemes actually are depends upon
the evolution of certificate prices on the markets.
This is in turn determined by numerous intervening
factors (number of market participants, competitive
situation on the sales markets, general state of the
economy etc.), so that the innovation incentive can
vary greatly. Consequently, an accurate assessment of
a tradeable permit scheme also always requires an
analysis of the specific case. However, it can certain-
ly be said generally that potentially positive effects
upon innovation behavior are to be expected. Natu-
rally the same restrictions concerning the risk-reduc-
ing effect of environmentally relevant innovations
can be stated for tradeable permit schemes as for en-
vironmental levies, as discussed above.

F 5.3
Overall comparison

Economic incentive instruments serve to attain a
general risk premium and to promote environmental
engineering progress. While environmental levies
cannot achieve ecological targets with absolute accu-
racy, tradeable permit schemes do indeed realize the
intended emission target. In terms of attaining a gen-
eral risk premium, tradeable permits are thus superi-
or to environmental levies. Both instruments will
tend to have a positive stimulating effect upon envi-
ronmentally relevant innovations. However, it needs
to be noted that environmental engineering progress
cannot generally exclude the emergence of new, un-
known risks associated with the application of the in-

novative environmental technology. Thus both in-
struments, even where they have a prospect of global
relevance (as may be the case for tradeable permits),
can only make a limited contribution to dealing with
completely unknown risks. This primarily requires
other tools (Section G).
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F 6.1
Introduction

In the previous sections, the Council has shown that
there can be no such thing as one risk strategy. Each
type of risk must be countered by specific political
measures. In many cases, decentralized instruments
such as liability law or funds are suited to creating in-
centives to produce risk knowledge and to prevent
risks (Sections F 2, 3 and 5). However, such market-
based instruments cannot yield the desired outcomes
in all constellations.

The effectiveness of liability, particularly its com-
pensation function, is restricted where the state has
set liability ceilings.This should not be understood as
a fundamental objection to the principle of liability,
but rather concerns the problem of state restrictions
upon the liability principle that do not always appear
to make economic sense. Another way in which lia-
bility may be restricted is through its inadequate en-
forceability, e.g. due to deficiencies in the rule of law.
Liability can only exert its preventive effect if actors
must really expect to be held accountable for any
damage that their actions may cause. Typical factors
that restrict the effectiveness of liability law include
inadequate judicial enforcement, insufficient execu-
tive competencies and also corruption. In states
where such factors prevail, it must be assumed that
actors need not expect to be held liable later for their
actions.They thus do not have sufficient incentives to
produce risk knowledge and to prevent risks.

Liability is, as such, a tool that is in accordance
with market principles and expedient, but due to the
above restrictions it needs to be complemented by
state initiatives, particularly
• In cases where risks belong to risk-classes in which

it is not possible to assign liability to generators, as
is at least the case for long-distance, gradual and
cumulative damage (e.g. Pandora- and Cassandra-
type risks);

• In the case of global change risks whose extent of
potential damage approaches infinity and for
which liability ceilings have been set that constrain

the efficacy of the liability principle;
• In societies and regions where the institutional

preconditions for implementing the tool of liabili-
ty are not (yet) given.

F 6.2
The risks of global change and development
cooperation

Development cooperation as risk prevention
policy
Risk prevention also means keeping the total sum of
the costs of risk reduction policies plus the costs in-
curred by not adopting risk reduction policies as low
as possible. This applies particularly to cumulative
risks (such as impending climate change) and the
risks associated with food crises. Strengthening peo-
ple’s resilience and capacity for adaptation to the
risks of global change is a prime task of Germany’s
development cooperation with the states of Africa,
Asia and Latin America. German development co-
operation efforts currently have three focuses: pover-
ty alleviation; environmental protection and the con-
servation of natural resources; and education and
training.

In the following, the Council evaluates these focal
areas from the perspective of risk prevention and
management, and highlights the importance attach-
ing to development cooperation in dealing with the
risks of global change. The Council further submits
proposals for enhancing the capability of developing
countries to deal with their risks.

However, it needs to be noted that development
cooperation alone cannot be expected to remove or
attenuate the prime risk amplifiers. Development
processes in the poor countries in particular – and
thus the enhancement of their respective risk man-
agement capacities – also depends upon improving
the structural economic and societal framework con-
ditions in whose evolution the industrialized coun-
tries also play a part. Purposeful measures to im-
prove such framework conditions include, for in-
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stance, removing protectionism and thus creating fair
conditions of trade, or resolving the debt crisis. The
Council takes the view that this is a long-term and
overarching task of German policy in efforts to pro-
mote global sustainable development.

As development cooperation is a crucial element
of global precautionary risk management policies
and risk potentials are growing worldwide, its strate-
gic relevance will continue to grow in the future. The
Council has thus repeatedly recommended that offi-
cial funding for financial development cooperation
be increased (WBGU, 1996, 1997a, 1998a).

Poverty alleviation: Building individual
capacity to deal with risks
In Section E 2, the Council has shown that strength-
ening the capacities of vulnerable groups to deal with
risks must be an important part of precautionary
policies. Such a risk prevention policy is suited par-
ticularly to reduce the extent of damage associated
with the Damocles, Cyclops and Pythia classes of
risk.

In the opinion of the Council, poverty alleviation
oriented to self-help principles is an important com-
ponent of global risk prevention policy, because this
aims at broad impacts and stimulates structural re-
forms in state and society. The potential extent of
damage can thus be reduced significantly (Section E
2). The goal of such measures must be to expand the
leeway for action by social groups in their attempts to
deal with risks. This can be done by means of
strengthening a series of ‘assets’ (Section E 2). These
include economic assets (above all property rights),
social and political assets (social networks and polit-
ical participation), ecological assets (clean environ-
ment), infrastructural assets (access rights e.g. to
drinking water) and personal assets (notably health
and education). In the opinion of the Council, these
assets are the essential spheres of action for a global
risk prevention policy that targets its actions to the
level of social groups. Increasing these types of assets
reduce in most cases susceptibility to the risks of
global change. Experience has shown that, particu-
larly in ecologically vulnerable regions, combining
different sources of income is an essential precondi-
tion to securing the livelihoods of the poor. Too little
consideration has been given to this in the past.

An important aspect here is that new social secu-
rity systems need to be established that safeguard the
basic needs of the most endangered groups against
the risks of global change. Such systems can be es-
tablished by promoting private security funds. They
can just as well consist in strengthening culturally
specific and traditional forms of social security. A
third option is to establish modern, target-group ori-

ented social security systems that can adapt dynami-
cally to the needs of ‘the vulnerable’.

Environmental protection and resource
conservation: Reducing environmental
criticality
The analysis of the risks of global change has shown
that the ecological susceptibility of regions, i.e. their
specific environmental criticality, is a prime risk am-
plifier (Section E 2). Development cooperation thus
already makes an important contribution to manag-
ing the risks of global change by promoting efforts to
preserve the natural bases of human existence and
assisting partner countries in their efforts to partici-
pate in global environmental protection and to struc-
ture their development processes in an environmen-
tally sound manner. Moreover, it is often the case
that global environmental protection measures can
be implemented more cost-effectively in developing
countries than in industrialized countries. A further
important aspect is that compliance with ecological
standards can be promoted early on in the develop-
ment process, so that environmental degradation can
be prevented from the outset. However, the German
Ministry for Economic Cooperation and Develop-
ment (BMZ, 1997) has stressed that the goal of glob-
ally sustainable development is only achievable if the
necessary reforms and structural adjustments also
take place and above all in the industrialized coun-
tries. Against this background, environment and de-
velopment policy has a completely new role – safe-
guarding a sustainable global future and contributing
to crisis prevention. This needs to be reflected more
strongly in the political process.

Education and training: Integrating risk
knowledge
Education and training are key areas for promoting
sustainable development.The capacity of societies to
deal with the risks of global change, their knowledge
of causal structures and cause-effect relationships
and their ability to communicate risks all depend di-
rectly upon the level of education and scientific com-
petence. With respect to the risks of global change,
education and scientific competence are essential
preconditions to building own risk management ca-
pacities (Section F 7).This is particularly so in the de-
veloping countries.

However, it is precisely in the education sector
that the North-South gradient has become ever
steeper in recent years (Section E 2). Producing risk
knowledge in the innovation process is particularly
important for those countries which are embarking
upon industrialization and where pivotal decisions in
key sectors of all branches of the economy are due to
be taken in the future. Greater attention needs to be
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given to this aspect in the education and training sec-
tor.

As discussed in more detail in Section E 2, there is
a considerable need for action in this respect, but also
considerable options for action. Not least, the role of
non-state environment and development associa-
tions should be strengthened within the education
and training focus, because these associations are im-
portant catalysts in the development processes of
these countries and assume functions precisely in
those areas where the state fails. This is exemplified
by the role of the environment and development as-
sociations in implementing the Desertification Con-
vention. This has once again highlighted the crucial
contribution of development cooperation to globally
sustainable development.

Improving the national risk management
capacities of developing countries and
transition countries
To manage the risks of global change, it is essential to
have functioning societal institutions.These are in ur-
gent need of improvement – particularly in develop-
ing countries, but also in some transition countries. In
the context of a global risk management strategy,
states should be offered assistance in strengthening
their judicial and administrative systems. In develop-
ing countries, this might specifically mean educating
and above all training judicial and administrative
staff. Such efforts could be modeled on the training of
customs officials in handling CFC trade that has been
carried out in many developing countries.This was fi-
nanced by the industrialized countries through the
Multilateral Fund for the Implementation of the
Montreal Protocol.

For all global change risks, particularly potential
climate change, it is essential to keep the potential ex-
tent of damage as small as possible. In this endeavor
it is crucial to strengthen particularly vulnerable
states, and the particularly vulnerable segments of
the population.This can include mitigation measures
to prevent consequential climate impacts such as
drought, floods or harvest losses and famine.With re-
spect to the activities of the German government, the
Council recommends maintaining and, where possi-
ble, expanding these forms of development coopera-
tion as part of a global risk management strategy.

A particular problem is that it is precisely the de-
veloping countries that have inadequate capacities to
assess new risks. In many instances (such as the pro-
tection of the ozone layer), the fact that they have to
rely on the research findings of the industrialized
countries has led to distrust and delay in negotia-
tions.All modern environmental agreements do con-
tain provisions under which the corresponding ca-
pacities are to be promoted in the developing coun-

tries – but these provisions always only apply to the
issue regulated by the agreement after that issue has
been recognized (such as building climate research
capacities in developing countries under the Climate
Convention).

The cooperation of the developing countries in
dealing with future environmental problems (the
‘new ozone holes’) could be improved considerably if
developing countries could participate in addressing
these problems with their own expertise from the
outset. The ozone issue is precisely the sort of case in
which, due to their specific constellation of interests
(scarcely polluter interests but strong interests as af-
fected parties), one might have expected the devel-
oping countries to be among the driving forces of the
ozone regime.

Therefore, in order to enhance the risk manage-
ment capacities of developing countries while at the
same time promoting and accelerating universal
agreement on new environmental policy enterprises,
the Council recommends for German development
cooperation, but also for foreign policy, that the es-
tablishment of Risk Assessment Panels or similar
structures be promoted in developing countries.

F 6.3
Building international risk management capacity

(UN) Risk Assessment Panel
As at the national level, international politics is also
inadequately equipped to manage the risks of global
change. There is, however, an array of international
organizations and institutions that specifically ad-
dress the core risks identified by the Council, such as
WHO (infectious diseases), FAO (food risks) or the
Conference of the Parties to the UN Climate Con-
vention (climate risks), to the Biodiversity Conven-
tion (risks associated with biodiversity loss) or to the
Desertification Convention (drought risks). As these
organizations already work on specific aspects of
global risk evaluation, they are particularly relevant
to global risk management strategies. It follows that
all risk-relevant activities of these organizations need
to be enhanced appropriately and networked among
each other. This is all the more urgent in view of the
continuing criticism of the activities of e.g. the WHO
(Section D 3). Nonetheless, the activities of these sec-
toral organizations do not substitute the functions of
a reasonably integrated and interdisciplinary overall
evaluation of the existing and future risks associated
with global change. One argument for this is that
risks of global change can have only small relevance
in one sector or one region, but can present a consid-
erable risk in their overall connections and cumula-
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tive effect. This suggests the need for an institution
capable of carrying out an integrated, trans-sectoral
evaluation of the risks of global change.

A second argument is that existing international
institutions generally have a response focus, i.e. they
react to known risks. Often, however, a long period
elapses between the discovery of a risk and the for-
mation of an international regime; just under 15
years for CFCs and – if we go back to Arrhenius
(1896) – 100 years for the climate risk. This period
could be shortened if risks were researched and eval-
uated early on and systematically and if – this is the
central argument – this evaluation could lead to time-
ly negotiations being initiated at the intergovern-
mental level.

The Council therefore recommends that the Ger-
man government launches the project of a (UN) Risk
Assessment Panel, which should be attached to an
existing international organization, such as the UN
Secretariat or the UN Environment Programme
(UNEP). The work of the Panel should concentrate
upon the core policy spheres (perhaps four–five
fields) and should identify for these the ‘safety mar-
gins’. The main task of this Panel would accordingly
be, firstly, to evaluate in an interdisciplinary, risk-ori-
ented and systematic manner the existing research
findings, e.g. in the form of a Global Risk Report.The
second task should be to establish an international
‘diagnosis system’ for the risks of global change. This
process should mainly make use of the existing facil-
ities in the individual states, which could be commis-
sioned to address specific issues. In parts, this is al-
ready happening, as exemplified by the internation-
ally valuable role played by US institutes in re-
searching the El-Niño phenomenon. Where suitable
institutes do not yet exist for individual issues, their
establishment should be promoted accordingly.

The function, if not necessarily the structure, of the
(UN) Risk Assessment Panel should be oriented to
that of the Intergovernmental Panel on Climate
Change (IPCC).

As a whole, the (UN) Risk Assessment Panel
should above all assume a coordinating and collating
function. Its political function should be the interdis-
ciplinary concentration of the scientific research
findings (policy-oriented weighing of all individual
findings). This process should be, as far as possible,
• Free of the direct interests of individual states,
• Free of special interests of industry, and
• Free of the direct influence of non-state political

associations.
Civil society actors should also be among those heard
when global change risks are identified and evaluat-
ed. This is an avenue by which new risks could be
placed on the agenda of the (UN) Risk Assessment
Panel.This influence – institutionally filtered and sci-

entifically substantiated – could be incorporated in
the recommendations of the Panel, such as in a Glo-
bal Risk Report. The civil society actors that should
be heard by the Panel include, for instance, environ-
ment and development associations, insurance com-
panies (with their special knowledge of liability risks)
and other industrial branches affected by the risks of
global change.

The IPCC process has illustrated how, in the inter-
national system, such an institution can support the
political process through providing information and
expert knowledge. Through preparing a regular UN
Global Risk Report, representing, as in the IPCC, the
outcome of an independent assessment process, the
following could be achieved:
• Existing risks could be dealt with more efficiently,

insofar as their global distribution and relevance
has been assessed with sufficient accuracy; early
detection can thus save the costs of post-event re-
sponse.

• Existing risks could receive a higher priority on
the international political agenda (accelerating
the political process through reducing uncertain-
ty).

• Future risks, which will tend to increase due to
ever shorter innovation cycles, could be detected
more rapidly and ‘objectively’.

• Through timely intervention, the prospects for ef-
fective risk management could be improved, for
early detection saves substantial post-event costs.

An effective and efficient networking with the sec-
toral and regional divisions of the UN system is es-
sential to the success of a (UN) Risk Assessment Pa-
nel. One way of doing this would be to establish spe-
cialized Risk Assessment Units or Risk Assessment
Focal Points in many UN specialized agencies. The
Council has already pointed to the necessity of a new
UN Organization for Sustainable Development 
(WBGU, 1998a). This was also proposed in 1997 by
the then German Chancellor Helmut Kohl.

Compared to the UN, it is in fact the World Bank
and the International Monetary Fund that have the
greater influence upon environment and develop-
ment policy, as became apparent anew in 1997/1998
during the Indonesian crisis.These institutions there-
fore need to be integrated in the (UN) Risk Assess-
ment Panel. One effect of this would be that their
policies could be evaluated as to risk amplifying and
attenuating elements and modified accordingly, and
the debate on social and ecological standards could
be enriched by the risk aspect.A further effect would
be that findings of the Panel could be integrated di-
rectly in the policies of both institutions. In particu-
lar, it would be purposeful to establish a link by set-
ting up within the World Bank an independent Glo-
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bal Risk Assessment Unit connected to the Panel
(Fig. F 6.3-1).

There is also a debate in the scientific literature on
the extent to which the Security Council could – in
extreme cases – assume new tasks. The Security
Council is already now de facto a risk assessment
body, as it is called upon by the UN Charter to iden-
tify threats to world peace and to take action where
necessary pursuant to chapter VII of the Charter
(Box F 6.3-1). In 1992 – at a ‘historic’ Council meet-
ing at the level of heads of state and government –
the president of the Security Council declared on be-
half of the members that ecological problems can
also represent a ‘threat to world peace’.The UN Sec-
retariat has the right to bring such threats to the at-
tention of the Security Council.

This would need to be a part of an international
strategy to manage the risks of global change, as sev-
eral of the core risks treated by the Council are typi-
cal candidates for an ecological security threat.

Building on the Prior Informed Consent
procedure
In order to reduce asymmetries among individual
states in their knowledge of risks, a series of recent le-
gal and political documents have taken up the princi-
ple of Prior Informed Consent (by a recipient coun-
try; PIC).The principle of PIC links two elements, the
one building upon the other. In the first step, export-
ing countries communicate information on the risks
of specific goods to the countries importing these
goods. In a second step, the importing countries are
able to decide whether to approve or disapprove the
import of such risky goods on the basis of this infor-
mation.

The core of the PIC procedure is thus to support
the sovereign decision-making process of those re-
cipient countries which do not themselves have suffi-
cient knowledge to evaluate a risk (Rublack, 1993).
Above all, the removal of information deficits serves
to counter the undesired shift of risks from industri-
alized to developing countries.
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The principle of PIC was introduced as an instru-
ment of environmental law for the first time in 1989
through the extension of the information exchange
procedure on certain chemicals (Decision 15/30,
UNEP Governing Council) for which provision is
made in the UNEP London Guidelines. In the same
year, a similar, also voluntary procedure for interna-
tional trade in pesticides was established through an
amendment to the FAO International Code of Con-
duct on the Distribution and Use of Pesticides.
UNEP and FAO have established a joint program on
PIC for the implementation of the two voluntary pro-
cedures. The Basel Convention on the Control of
Transboundary Movements of Hazardous Wastes
and Their Disposal also establishes the principle of
PIC; here, it is even legally binding for the parties to
the Convention.

Article 15 para 5 of the Convention on Biological
Diversity (CBD) also provides for a PIC procedure.
Here, however, the concrete design of the procedure
is left to the countries in question and is not regulat-
ed by the Convention itself. Furthermore, under the
CBD the PIC procedure has the opposite protection

purpose (Box F 6.3-2). Here developing countries
that export genetic resources are to be protected
against the exploitation of these resources in other
countries because, due to knowledge deficits, they
could not be used industrially in the country of ori-
gin. In return for the exporting country permitting
the extraction of genetic resources, it shall share in
the research and, in a fair and equitable way, in the
results of research and the benefits arising from the
utilization of genetic resources (Art. 15 para.s 6 and
7; Hendrickx et al., 1993).

Beyond these procedures, a further legally binding
instrument has been negotiated under the auspices of
the United Nations.All of the chemicals-related pro-
cedures – those of FAO and UNEP, the new instru-
ment on the application of the principle of PIC to
certain hazardous chemicals and pesticides in inter-
national trade and the Basel Convention – provide
for an iterative application of the principle.

A common feature of these procedures is that
they provide for a systematic comparison of laws and
regulations on certain hazardous goods. Exporting
countries inform importing countries about the law

Box F 6.3-1

Managing ecological crises: Also a task of the
UN Security Council?

The primary purpose of the United Nations (UN) is to main-
tain international peace and security (preamble and Article
1, para 1 of the UN Charter). Under the system of collective
security established under Chapter VII of the Charter, the
UN is also empowered to maintain and restore peace by
means of a variety of collective measures that can extend to
the use of military force.To do so, the Security Council must
first determine pursuant to Article 39 of the Charter
whether a ‘threat to the peace’, a ‘breach of the peace’ or an
‘act of aggression’ is given. Only if this is the case may the
Security Council make use of its special powers under Chap-
ter VII of the Charter.

In contrast to a breach of the peace or an act of aggres-
sion, the concept of ‘threat to the peace’ contains a preven-
tive component; Article 39 of the Charter can thus become
effective before a breach of the peace has actually occurred
(Frowein, 1991). Moreover, the concept of threat to the
peace extends the substantive competencies of the Security
Council because a precise definition of a ‘threat to the
peace’ is difficult.

Ecological problems, as severe as they may be, do not fall
under the concepts of breach of the peace or act of aggres-
sion, because peace is construed narrowly in Chapter VII of
the Charter to mean the absence of organized violence
among states. The concept of act of aggression presupposes
the use of armed force; this follows from the definition pro-
vided by the UN General Assembly (Article 1 of UN Reso-
lution 3314 XXIX). In contrast, the concept of threat to the
peace can be given an exceedingly broad interpretation, if
the Security Council is in agreement on this (Fro-wein,
1991). It follows that ecological problems could in principle
be viewed as a threat to the peace (but for a contrary view

see Winkler, 1995). The statement given by the President of
the Security Council in 1992 could be construed in this sense,
according to whom the non-military sources of instability in
the economic, social, humanitarian and ecological realms
have become threats to peace and security (UN, 1992). How-
ever, it is only admissible to classify the severest and most
immediate ecological threats as threats to the peace, and
only then and insofar as they pave the way for armed con-
flict.As long as the UN Charter is not amended, the UN thus
has environmental competence only in very rare cases
whose debate has only just commenced, such as the event
that the World Bank forecast should prove true that the wars
of the 21st century will be fought over access to water (Net-
tesheim, 1996). On the other hand, the Council can factually
determine itself under which conditions it may take action.
Voices have been raised that warn against a 'universal com-
petency' of the Security Council, but the final conclusion is
that collective ecological intervention is indeed legally feasi-
ble on the basis of Article 39 of the UN Charter (Reimann,
1997).Article 39 of the UN Charter should not be construed
too loosely – for environmental reasons, too. For it is the
principle of cooperation – not of conflict and not of inter-
vention – that is rightly viewed as the foundation of modern
international law. The progress made in international envi-
ronmental protection, in particular since the 1992 Rio Earth
Summit, would otherwise not have been possible.

If collective coercive measures were made possible in the
form of a blanket entitlement, it must be feared that this
would at present do more harm than good to the overall
process. On the other hand, the Council wishes to reassert its
recommendation made in its previous annual report that the
sustainable conservation of the natural bases of human exis-
tence be enshrined in the UN Charter, possibly in Article 1.
This would legally bolster the common international en-
deavor of environmental protection, giving it the formal pri-
ority that, to judge by the activities of the UN in this sector,
it factually already enjoys.
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applicable in the former, and communicate informa-
tion on handling, properties and risks of the good. On
the basis of this information, importing countries can
also take measures and communicate these to the ex-
porting countries. Exporting countries then in turn
inform the relevant industries and distributors. This
systematic comparison of national regulations is co-

ordinated by a central body. Under the Basel Con-
vention, this is its Secretariat. Under UNEP’s Lon-
don Guidelines and FAO’s International Code of
Conduct on the Distribution and Use of Pesticides,
these are specialized departments at UNEP
(IRPTC) and FAO (Plant Production and Protection
Division).

Box F 6.3-2

The Biosafety Protocol

Within the CBD (Convention on Biological Diversity)
process, a protocol on biological safety (Biosafety Protocol)
has been in preparation since July 1996. The Protocol aims
to regulate the safe handling and transfer of genetically
modified organisms and would be the first agreement in this
sphere that is binding under international law. The objec-
tives of the Convention on Biological Diversity, which forms
the framework under which the Protocol would operate, are
“the conservation of biological diversity, the sustainable use
of its components and the fair and equitable sharing of the
benefits arising out of the utilization of genetic resources”
(‘benefit-sharing’; WBGU, 1995b). Article 19 para 3 of the
Convention commits the Parties to consider “the need for
(...) a protocol setting out appropriate procedures, including,
in particular, advance informed agreement, in the field of
the safe transfer, handling and use of any living modified or-
ganism resulting from biotechnology that may have adverse
effect on the conservation and sustainable use of biological
diversity”. In accordance with decisions taken at the first
and second meetings of the Conference of the Parties (1994
and 1995), the Open-ended Ad hoc Working Group on
Biosafety (BSWG) was established and has prepared a draft
protocol after five rounds of negotiations. Nonetheless, con-
troversy remains over important issues. The decision was
taken at the fourth meeting of the Conference of the Parties
in May 1998 to complete by February 1999 a draft protocol
capable of gaining consensus. but no agreement was found.
No new developments can be expected until the 5th meeting
of the Conference of the Parties to the Convention (May
15–26, 2000; Gupta, 1999).

Substantive provisions
One point of controversy is the substantive scope of the Pro-
tocol. Of its 42 articles, those provisions that are substan-
tively important or politically volatile are contested either in
their entirety or in large part. As expected, the interests of
the industrialized countries diverge from those of the devel-
oping countries (G77 and China). A remarkable aspect of
these negotiations is that for the first time since UNCED
(United Nations Conference on Environment and Develop-
ment, Rio de Janeiro 1992) the developing countries are ac-
tively advocating strong environmental and health protec-
tion.

The Council will deliver a detailed opinion on the
Biosafety Protocol in the context of its next annual report.
Nonetheless, some particularly volatile points of the Proto-
col, which are partially directly linked to the present report,
shall be touched upon briefly here.

A basic point of contention is the area of application of
the Protocol. One line of argument, following a narrow read-
ing of Article 19 para 3 of the Convention, is that the Proto-
col should serve to prevent only adverse effects of geneti-
cally modified organisms (termed in the draft protocol ‘liv-

ing modified organisms’, LMOs) upon biological diversity,
but not upon human health. While the mandate for prepar-
ing the Protocol also only refers to biological diversity, the
relevant decisions adopted at the first and second meetings
of the Conference of the Parties show that for the majority
of the parties human health was also one of the motivations
for preparing a protocol. Moreover,Article 19 para 3 should
be read in conjunction with Article 8(g) of the Convention,
which demands control of risks associated with the use or re-
lease of LMOs, “taking also into account the risks to human
health”.

A further point of contention is whether the protective
provisions of the Protocol should apply exclusively to ‘liv-
ing’ modified organisms or also to final products (in partic-
ular foodstuffs) in which LMOs were processed. Nor has any
agreement been reached on the issue of whether the Proto-
col should serve to secure the safety of transboundary move-
ments of LMOs (i.e. when they cross national boundaries) or
rather to protect against the risks of biotechnology in gener-
al. States that wish the Protocol to only have a narrow scope
base their argumentation inter alia on the wording of Arti-
cles 8(g) and 19 para 3 of the Convention.

Several sections of the Protocol treat the issue of risk as-
sessment. Here there is dispute over whether assessment of
the safety of the use or release of LMOs should take the pre-
cautionary principle as an evaluation basis. This has been
negated primarily by some industrialized countries, which
have proceeded in the negotiations on the Biosafety Proto-
col from the assumption that genetically manipulated or-
ganisms pose no hazard.The outcome of this dispute decides
the question of whether the country of import or the coun-
try of export of the LMO bears the burden of proving its
risks (and thus the associated research costs). If the precau-
tionary principle were taken as the basis, then this burden
would rest with the exporting states. If, however, the Proto-
col assumes that LMOs generally pose no hazard, then the
states of import would have to prove the presence of a haz-
ard in the concrete case; otherwise their refusal could repre-
sent an unjustified barrier to trade. The preamble of the
Convention notes that “lack of full scientific certainty
should not be used as a reason for postponing measures to
avoid or minimize such a threat” (to biological diversity).
Furthermore, the framework within which the Biosafety
Protocol is embedded urgently points towards a considera-
tion of the precautionary principle.This is expressly noted in
Article 15 of the 1992 Rio Declaration. The stance taken by
a number of EU member states concerning marketing ap-
proval of genetically manipulated maize shows that there
certainly are reservations as to its lack of hazard – reserva-
tions that shall be transported into the negotiations on the
Protocol.

Further points addressed by the draft protocol include li-
ability risk and prior informed consent (PIC; termed in the
draft protocol ‘advance informed agreement’, AIA) – both
of these being tools of risk prevention discussed by the
Council in the present report.As yet, no consensus is in sight
concerning the application of these tools, either.
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Box F 6.3-3

International standard setting and monitoring
mechanisms

At the national level, permitting law has overarching impor-
tance in risk management. Here there are, on the one hand,
permitting procedures with the purpose of ensuring compli-
ance with substantive rules, for instance concerning opera-
tional safety or concerning the protection of human health
and the environment when establishing or operating a facil-
ity. On the other hand, there is also permitting law in the
broader sense, being rules by which the permissibility of an
activity is reviewed. Both are subject as a matter of principle
to the regulatory competence of nation states. However, in-
ternational organizations also operate in this sphere, and are
entrusted with elaborating international standards and per-
forming international monitoring duties.

Such international standard setting can also be carried
out by non-state actors. However, where sovereign interests
are affected, standards are either set by intergovernmental
organizations or are negotiated among nations through
treaties under international law on an ad-hoc basis. Interna-
tional standards can be integrated into international law and
are then enforced by national authorities. Where provision
has been made for international monitoring of standards,
this is usually restricted to mere observation of the behavior
of states or individuals. Only in exceptional cases have inter-
national organizations been entitled to carry out targeted
on-site reviews or inspections (Hahn, 1995).

The International Organization for Standardization
(ISO), founded in 1946, is important in this sphere.As ISO is
an association of non-state organizations, it is itself a non-
state organization. Standard-setting by ISO is based on vol-
untary consensus and does not develop legally binding ef-
fect. Nonetheless, ISO standards can become effective
through adoption by national standards institutes. ISO itself
has no enforcement powers. As a rule, compliance with its
standards is based on the power of conviction that flows
from the market benefits that can be achieved thereby. In-
ternational standardization can also serve to reduce techno-
logical risks, such as standardizing components for industri-
al facilities or bridges. ISO has recently also begun to draft
standards for environmental management. The first such
standards were adopted in October 1996 (ISO 14004 and
14001). These are concerned with guidelines for elements of
an environmental management system (EMS) and its im-
plementation, and the requirements placed by ISO upon
such a system through EMS specifications.

The International Atomic Energy Agency (IAEA), the
International Civil Aviation Organization (ICAO) and the
International Maritime Organization (IMO) are prominent
examples of intergovernmental organizations that work to-
wards improving safety and environmental protection
through international standard setting. Membership of these
technical organizations is confined to nations.

ICAO was founded in 1947. Its standards concern tech-
nical issues of rather apolitical nature (Buergenthal, 1969),
such as the flightworthiness of aircraft, communication sys-
tems, navigation aids, the characteristics of airports and
landing strips, log books and suchlike (Hailbronner, 1995).
All member states are free to participate in the drafting of
standards, which are then adopted by the ICAO Council
with a two-thirds majority (Buergenthal, 1969). However,
with the exception of flight and maneuvering rules, national
standards are permitted to differ at any time. Different na-
tional standards must merely be notified to the Council. It

may thus appear surprising that the operations of ICAO are
considered by experts to be an extremely successful example
of international standard setting. Legally binding force evi-
dently is not a necessary criterion for the success of stan-
dards. The success of ICAO is not least due to the circum-
stance that it lies in the very nature of the matter that stan-
dardization in international civil aviation is advantageous
for all participants. An important determinant of ICAO's
success can be assumed to be that the issues handled, which
tend to be of technical and apolitical nature, are addressed
by a technical organization, so that its work is not impeded
by extraneous political motives.

The IAEA was founded in 1957, with the objectives of
promoting worldwide the peaceful use of nuclear energy
and ensuring at the same time, within the bounds of its pos-
sibilities, that the materials subject to its controls are not
used for military purposes (‘safeguards’). Initially, the direct
promotion of nuclear energy by the IAEA played a certain
role, but increasingly lost relevance in contrast to its safe-
guarding functions (Lohman, 1993). International safety and
health standards were initially rather a marginal issue
(Ipsen, 1989). Nor are there any procedures in place by
which to monitor compliance with safety and health protec-
tion standards that might correspond to those in place for
preventing a military use of materials in violation of agree-
ments. IAEA experts only monitor safety standards in nu-
clear facilities upon the request of the country concerned. In
this sphere, the services of IAEA thus lie mainly in initiating
international agreements aimed at promoting the safety of
the peaceful use of nuclear energy. These have included the
1963 Vienna Convention on Civil Liability for Nuclear
Damage, the 1960 Paris Convention on Third Party Liabili-
ty in the Field of Nuclear Energy and the 1986 Vienna Con-
ventions on Early Notification of a Nuclear Accident (Noti-
fication Convention) and on Assistance in the Case of a Nu-
clear Accident or Radiological Emergency (Assistance Con-
vention), which were adopted in the wake of the Chernobyl
disaster. In 1994, a further Convention on Nuclear Safety
was adopted, which has been signed by 65 states and has al-
ready been ratified by 40 states. This Convention essentially
commits states to comply with certain safety standards de-
veloped by the IAEA, in particular with regard to the choice
of site, design, the operation of facilities and sufficient fund-
ing and personnel. However, it does not provide for moni-
toring and enforcement mechanisms for safety and health
standards. The Convention relies rather upon the 'group
pressure' of the conferences of the parties (‘review meet-
ings’), where the reports submitted by the parties are sub-
jected to a peer review. A further incentive is provided by
the publication of a final document.

Originally, one of the principal tasks of the IAEA was to
receive, store and distribute nuclear material supplied by
member states. For this, agreements were concluded with the
three states that operated the largest nuclear programs, but
these were neither applied nor substituted by other agree-
ments. It was only through the transfer of the nuclear mate-
rial of Iraq to the IAEA that the organization again became
active in this field, whereby the inspections in Iraq were not
based on the IAEA Statute, but upon authorization by the
UN Security Council (Resolution 687 of 3 April 1991).

Concerning the monitoring of agreements on the peace-
ful use of nuclear energy, its Statute did not give the IAEA
any immediate monitoring rights. The Statute merely con-
tains requirements concerning the content of the safeguards
agreements that the IAEA concludes with states.The IAEA
has repeatedly codified the conditions under which it is pre-
pared to conclude such safeguards agreements with states.
Particular importance attaches here to the standard agree-
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Closing information gaps is an essential precondi-
tion to enabling states to take sovereign decisions on
the import of hazardous goods. Compared to inter-
national bans, the principle of PIC has the advantage
that countries are placed in a position to evaluate
risks themselves. It is left to their discretion whether
they wish to accept the risks associated with goods or
not.

Implementation of the principle of PIC may also
be useful in other sectors where individual countries,
particularly developing countries, have information
deficits, e.g. international trade in pharmaceuticals or
high-risk technologies. The formalized commitment
to communicate national information in the form of
national profiles indicating the status of laws and reg-
ulations, as required under the PIC procedure, is a fit-
ting approach to such information deficits. It should
therefore be examined whether PIC procedures
might not be expedient in other fields, too. In many
areas, promoting the decentralized harmonization of
environmental, health and safety regulations through
a formalized commitment to communicate informa-
tion is easier to achieve than international consensus
on the matter as such.

Global codes of conduct for companies
Liability is no exception to other risk policy tools in
that it requires improved international cooperation
for effective enforcement. In a globalized economy, it
is essential to significantly strengthen international
cooperation in order to be capable of setting the fra-
mework conditions required for efficient markets
(Box F 6.3-3).

Concerning liability, in the opinion of the Council
three different forms of improved international co-
operation are conceivable:
1. Greater international harmonization of national

liability laws is a possible avenue, which can be
used by means of international agreements if the
circumstances allow. This is exemplified by the

Paris Convention on Third Party Liability in the
Field of Nuclear Energy, for instance.

2. Secondly, agreements within the private sector of
the economy are a promising avenue, such as the
private liability agreements covering marine pol-
lution exemplified by the Tanker Owners Volunta-
ry Agreement concerning Liability for Oil Pollu-
tion (TOVALOP).

3. A third approach could be to pursue a legally non-
binding voluntary commitment of (transnational-
ly operating) companies such that these compa-
nies subject themselves worldwide to a certain
(private-law) liability regime. The addressees of
such a solution would be in particular the (large)
transnational corporations who could subscribe to
a Global Code of Responsibility with the intent of
improving their public image.

ment that was developed for the conclusion of safeguards
agreements with signatories to the Non-Proliferation Treaty
(IAEA Doc. INF-CIRC/153).

The Non-Proliferation Treaty entrusted the IAEA with
implementing safeguards in all non-nuclear-weapon states.
The most effective monitoring instrument is inspection,
whereby inspectors can only be appointed in agreement
with the state concerned. However, IAEA chooses the point
in time of inspections – sometimes without prior announce-
ment or even on a permanent basis if the nature of the facil-
ity requires this. Further, there is an obligation for moni-
tored and third states to provide information. This initially
concerns the own national data, but also includes an obliga-
tion to complement the information provided by other
states where this appears necessary. Safeguard agreements
can establish obligations to notify the export of nuclear ma-

terials, equipment and facilities and the making available of
technological information. If inspections are refused or loss-
es of nuclear materials and other discrepancies are found,
the IAEA Board of Governors can impose sanctions itself,
such as an embargo upon further nuclear support or de-
manding the return of material that was supplied interna-
tionally to the state. In special cases, the IAEA can also in-
form the UN Security Council about the situation, which can
then in turn impose sanctions.

This shows that the otherwise very sovereignty-con-
scious community of states has been willing to devolve far-
reaching monitoring powers to an international body in or-
der to prevent the diversion of nuclear material from peace-
ful to military uses. Here the IAEA assumes both interna-
tional standard-setting responsibilities and, in defined areas,
international monitoring and inspection duties.
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The concept of risk implies an effort to assess and
render calculable, in a process of societal debate, the
costs and benefits of constellations associated with
potential damage (Sections B and C; Evers, 1993).
Another important characteristic of risks is that they
are generated by human actions and decisions (Luh-
mann, 1991). It is this societal debate that we term
‘risk communication’. It is a process of exchange
(communication and comprehension) of information
among actors concerning risk analysis (perception),
definition, evaluation and management (Wiedemann
et al., 1991). Understood in a broader sense, risk com-
munication is not a specific technique or strategy that
might be applied anywhere particular. The term ini-
tially merely refers to the analysis of the entire spo-
ken, written or pictorial exchange of information on
a certain issue.

As in any analysis of communication, we need to
distinguish in risk communication who communi-
cates how with whom about what and with which
goal. It makes a great difference whether the purpose
of communication is to educate about risks through
expanding and supplementing knowledge, or
whether it is to whip up controversies over the eval-
uation and proper handling of risks. Communication
on the possible consequences of a chemical accident
must differ from communication on long-term, possi-
bly risk-generating changes caused by global warm-
ing. Municipal decision-makers, journalists, environ-
mental associations or those immediately affected by
an environmental disaster will all need to be ad-
dressed differently. Here it is of course quite decisive
who is communicating with these various target per-
sons or groups – a scientific expert, a representative
of the authorities or the manager of a chemical com-
pany that has caused an accident. Finally, the dra-
maturgy of communication is also important, i.e.
whether level-headed information is given on causes,
whether emotions are stirred up, whether images
evoking pity or fear are introduced or whether risks
are played down by comparing them to others. A
steadily growing body of analysis and empirical study
is now available on the various aspects of risk com-
munication (Jungermann et al., 1991; Peters, 1995). In

the following, we highlight some representative
facets of communication – a tool of importance to
both national and global risk policy.

F 7.1
Values and norms in communication

In the course of risk communication, it is often im-
possible to find consensus. This is due to personal,
cognitive and social factors (Section E 1.2). As has
been discussed elsewhere in this report (Sections C
and E), it is not possible to evaluate risks solely on
the basis of ‘objective and scientific’ data. Above all
(different) values and norms influence the percep-
tion, evaluation and handling of risks. They need to
be integrated explicitly in the communicative debate
on risks (Jungermann et al., 1991;Turner and Wynne,
1992; Becker, 1993).

Neglecting these dimensions regularly leads to the
confusion of comprehension and acceptance.This be-
comes apparent when experts or decision-makers
refuse to take seriously the concerns of potentially
affected persons, claiming that the latter are irra-
tional. The accusation of irrationality is frequently
made when people react with greater aversion to a
risk that has a low probability of occurrence but high
magnitude of damage (e.g. nuclear technologies)
than to a risk that, statistically, has already claimed
many more victims (e.g. road traffic).When concerns
are brushed aside by labeling them irrational, techni-
cal risk assessment (extent of damage x probability)
is frequently declared the sole valid perspective. This
signals to those affected that all other dimensions –
such as voluntariness, reversibility of damage or fair
balancing of benefits and costs – will play no role and
will not be taken seriously. Loss of trust and harden-
ing fronts in the communication process are then pre-
programmed. Affected people are often accused of
craving – naively – absolute safety in their lives.
However, this is regularly not the central problem in
risk communication. Often the issue is rather one of
the lack of trust in ‘risk emitters’ that they will handle
risks competently, responsibly and with due regard to
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the interests of the potentially affected people (Wyn-
ne, 1991).

It is essential to a viable negotiation of risk man-
agement options that the interests and values of all
concerned (including the powerless and the poor)
are taken into consideration. The Council expressly
rejects risk management strategies that have the goal
of enforcing the perspective of one party and ‘com-
municating away’ the concerns of potentially affect-
ed parties. The explicit consideration of values and
norms in the communication process does justice to
the experience that risks cannot be viewed in isola-
tion from the specific social context within which
they are negotiated. The importance of the asset at
risk (e.g. drinking water in water-poor or water-rich
areas; a healthy environment or profitable technolo-
gies), religious belief systems and further aspects of
the situation in life (e.g. fear of losing employment)
play a role for the risk context. These value differ-
ences must be given appropriate consideration in the
communication process.

Successful management of uncertainties requires
collective and individual learning processes which
lead, in the best case, to a solution acceptable to all.
To come as close as possible to this best case, cooper-
ative measures should ensure that the interests and
values of all concerned can be negotiated with equal
standing. This presupposes certain communicative
competencies on the part of the actors (Section F
7.3). Similarly, care needs to be taken that resources
such as knowledge, access to knowledge, manage-
ment competencies in stressful situations, reproduc-
tion of options for action etc. are available to all par-
ties.This often means that active steps need to be tak-
en to ensure that groups which are weaker and par-
ticularly vulnerable due to poverty, lack of education
or socio-political status (Section E 2) can acquire the
necessary resources for risk management (Section F
6).

F 7.2
Communicative competencies

Risk communication is characterized by a great di-
versity of possible conflicts that have situative
sources (e.g. conflicts over substantive issues or over
goal dimensions; von Winterfeld and Edwards, 1984).
These have been discussed in more detail in the pre-
vious annual report of the Council (WBGU, 1998a).
In all these conflicts and in the aspects set out above
(credibility or norms and values), fundamental prob-
lems of communication play a recurring role. The
cause of communication problems is often that the
fundamental divide between the source and the au-
dience of a message is overlooked. In interpersonal

communication, a message rarely arrives at the re-
ceiver in the same way as it was sent or intended by
the sender (Luhmann, 1988; Watzlawick et al., 1993).
This need not mean that understanding is fundamen-
tally impossible. That would run counter to everyday
experience. Rather, successful communication must
be measured by its functionality, i.e. how well the in-
dividual actors find their interests satisfied. Many
mechanisms can come into play that stand in the way
of this functionality.

Based upon classic communication models the
‘message square’ (Schulz von Thun, 1993) gives a rep-
resentation of sender-receiver problems. As commu-
nication problems can only be solved if their poten-
tial causes are known, we shall briefly present this
concept in the following. Communication – sending
and receiving messages – can take place at four levels
or with respect to four goal functions: the substance
level, the relationship level, the self-presentation lev-
el and the appeal level (Fig. F 7.3-1).These levels and
functions cannot be separated strictly; as a rule, a
message has elements of all levels – both in the way
it is sent and received.

At the substance level, information is presented
(Section F 7.4). In many cases, the various actors can
agree upon a statement of fact (‘the traffic light is
green’).When debating risks that involve highly com-
plex issues, different actors will identify and evaluate
risks differently. Thus at this level disputes will al-
ready arise over the substance of the matter, the
proper method by which to approach it and the in-
terpretation of the findings of that method.

The relationship level is a matter of the relations
among the actors – these are generally not addressed

Substance
level

Appeal
level

Relationship
level

Self-
presentation
level

Message

Figure F 7.3-1
The message square.
Source: Schulz von Thun, 1993
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directly. Thus, for instance, the rhetorical question
‘Do I rightly understand that...’ can mean and can be
heard as ‘I think you are naive or clever!’ Particular-
ly such exchanges in which the participants, often us-
ing the lexicon of the substance level, express their
mutual disrespect are counterproductive. This is es-
pecially so where the goal is to agree on a certain is-
sue. It is generally helpful to openly state the type of
relationship and the mutual hypotheses concerning
that relationship, thus making it manageable.

At the self-presentation level actors attempt to pre-
sent their person in a certain manner, e.g. as compe-
tent, as trustworthy or as sympathetic. Non-verbal
means (facial expression, posture, tone of voice,
clothing) are often used. Here, too, what is sent is not
necessarily received in the same way. For instance,
persons of whom we believe that they wish to appear
particularly credible will often be perceived as the
opposite. Moreover, quite regardless of how a sender
may wish to present him- or herself, negative and
positive stereotypes may determine the perception
of that person (‘complicated way of expression and
elegant clothing = arrogant’). In every message, the
‘substantive information’ is always associated with
the sending and receiving of self-presentation. It is
even possible that some receivers have no ear for the
substantive information, but perceive exclusively the
self-presentation and in the most unfavorable case
evaluate the entire message negatively.

At the appeal level, attempts are made to modify
emotional and cognitive behavior.Thus the presenta-
tion of how small the hazards of a technology are can
also be understood as an appeal: ‘give up your
protest’.

Educational campaigns frequently use the appeal
‘Protect yourself against this hazard’. In risk commu-
nication, in particular, messages are often understood
at the appeal level. If the appeal is rejected, this can
lead to strong reactions that are incomprehensible to
the sender at the substance level. A particular role is
played here by fear appeals, where worrying drama-
tizations of an issue presented as a risk lead the ad-
dressees to affective reactions. Severe disturbances
arise if the sender communicates at quite a different
level than the receiver and vice versa.

Risk communication largely takes place in public.
Here experienced moderators or mediators can part-
ly attenuate communication difficulties. The convic-
tion that someone meant something exactly as it was
said often leads to deep divides of misunderstanding
and hardening fronts. People involved in risk com-
munication (public relations officers, members of
NGOs etc.) should therefore have training to sensi-
tize them to the fundamentals of communication.

F 7.3
Presenting risks

Credibility strategies
Communicators generally go to some efforts to make
and maintain an impression of credibility. This im-
pression, however, is undermined if disparate and
contradictory information is released on risks. Thus
expert appraisals of secondary damage will differ
particularly in cases where the magnitude of conse-
quences might approach infinity and the certainty of
assessment is very low. Often attempts are made to
prevent the associated loss of credibility of the
sources of information (companies, scientists, associ-
ations, institutes etc.) by forcefully stressing the com-
petencies and capabilities to manage the existing
risks (such as in the advertising campaigns of the
chemical and genetic engineering industries; Becker,
1993). However, credibility is not based solely on
competency. It also depends upon openness of infor-
mation, fairness in dealing with divergent opinions,
the consideration of relevant social values and the
consistency between words and actions (Wiedemann
et al., 1991). The willingness of risk generators and
decision-makers to enter into an open dialog on the
risks and opportunities presented by e.g. a new tech-
nology contributes to a germane dispute.

Information strategies
Information strategies aim towards an appropriate
presentation of the risk. For this, concrete proposals
have been made that should be observed by all actors
who wish to give information about risks (Ruff,
1993). How must information on risks be structured
in order that the audience understands it properly?
Box F 7.4-1 assembles guidelines for the presentation
of risks and damage. Observing these guidelines im-
proves the acceptance of information.

In order to make risks more readily understand-
able, comparisons are often made with situations that
are easier to grasp or better known to the audience.
Here care needs to be taken that the comparisons
chosen are appropriate and thus acceptable.Through
the choice of different references, risk presentations
can be magnified or diminished (e.g. expected fatali-
ties within 1 or within 30 years, disaggregation ac-
cording to certain groups of victims (children, elder-
ly) or presentation of data across the whole popula-
tion). The reference chosen must correspond to the
everyday context of the target group if the risk is to
be presented and understood appropriately. Com-
parisons should not be used that attempt to produce
acceptance through reference to an already accepted
risk. The following example illustrates such a cross-
risk comparison: “the lung cancer risk posed by as-
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bestos is, for a life-long exposure in ambient air with
1,000 fibers m-3, the same as the cancer risk of a
smoker who consumes three cigarettes annually”
(Ruff, 1993). Table F 7.4-1 classifies risk comparisons
according to their anticipated acceptability. Wherev-
er possible, first choice comparisons should be used,
and where necessary second or third choice compar-
isons too; it must be kept in mind, however, that these
may well not be accepted.

F 7.4
Actors in risk communication

The field of risk communication in which the aspects
discussed above exert their influence is defined by a
variety of actors (scientific community, authorities
etc.; Rohrmann, 1991). The goals and interests of
these actors vary depending upon the issues at stake
(chemical risks, technological risks, biological and
medical risks etc.), so that we can only discuss repre-
sentative examples here. Similarly, possible interac-
tions among the various actors can only be touched
upon briefly, as this only makes sense in connection
with specific issues. Each group participating in risk
communication offers access points from which to
structure the communication process more success-
fully. The communication process is considered to be
successful if all groups interested in the process can
participate effectively and with equal standing. Mea-
sures are proposed for each actor with due regard to
the aspects set out in Section F 7.2.

The generators
Organizations or people generate risks through their
actions. These can be companies that use or produce
hazardous technologies (e.g. nuclear power plant op-
erators), emit or (improperly) use substances (CFC-
containing substances, pesticides, hazardous material
transports). Research institutions (experimental re-
actors, genetic engineering laboratories) are also
noteworthy here. Generators can make their contri-
bution to an open and fair risk debate by embarking

on a dialog with the affected and by abstaining from
uni-directional acceptance strategies. In addition to
the local activities that companies can organize
themselves, such as establishing discussion groups or
question-and-answer forums with local residents,
more formalized procedures can also be expedient.
Risk assessment procedures analogous to Environ-
mental Impact Assessment (EIA) could be consid-
ered. Similar assessments are already carried out by
the German safety standards authorities (TÜV), but
in most countries there are no comparable institu-
tions. Such institutions would thus need to be estab-
lished with the purpose of performing an EIA-type
risk assessment.The results could be taken up in a na-
tional risk report or could be collated by a national
Risk Assessment Panel (Section F 6) and disseminat-
ed to the public.

A further question is to what extent generators
could be obliged (or are willing to commit them-
selves voluntarily) to actively ensure that resource
imbalances on the part of potentially affected parties
or the interested public are compensated for. It
would be conceivable, for instance, to require that
funds are set aside during the development of a new
technology which can later be used for the compre-
hensive information and organization of the interest-
ed public. A precondition to this would be that these
funds are administered by an independent institu-
tion. Affected parties or NGOs should then be in-
volved in the decision-making process on the imple-
mentation of the technology. A contribution could
thus be made to more equitable distribution of the
costs and benefits of high-risk technologies. Liability
law offers a further tool by which to hold the genera-
tors of risks responsible for their actions (Section F
2).

The affected
The affected are the people who are (potentially) ex-
posed to the risks. These include, for instance, the
neighbors of industrial plants, the users of products
(medicines, genetically modified food), or the inhab-
itants of arid, coastal or riverine regions. Commu-

Box F 7.4-1

Guidelines for risk and damage presentations

Correctness. Use valid and reliable data.
Fairness. Select references that fit the risk of the affected
public. For instance, reference to the general risk in every-
day life is misleading when debating the risks in the neigh-
borhood of a waste incineration plant or a power plant.
Completeness.When in technology decisions long-term risks
and environmental risks are also of relevance in addition to

immediate risks of fatalities, then the former must also be
stated.
Comprehensibility. Risk statements need to be formulated
in a comprehensible manner.The information that there is a
risk of 0.0018 is less comprehensible than the information
that there is a risk for only two out of 1,000 people.
Relevant comparisons. When choosing risk comparisons,
care needs to be taken that these make sense from the per-
spective of laypeople and are not in conflict with their per-
ceptual habits. For instance, it is not correct to compare in-
voluntary risks with voluntary ones.
Source: Ruff, 1993
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Types of risk comparison Examples

FIRST CHOICE RISK COMPARISONS

(MOST ACCEPTABLE)

• Comparisons of the same risk at The health risk posed by air pollutant X is 40% lower than before 
two different times installation of the flue gas purification plant

• Comparisons with a standard The exposure of plant workers is substantially below the statutory 
industrial threshold limit value (TLV)

• Comparisons with different Our best estimate of the risk is x, the estimate of the national study
estimates of the same risk commission is y, that of the research institute is z

SECOND CHOICE RISK COMPARISONS

• Comparisons of the risk of doing If we deploy the newest and most advanced pollution control technology,
and not doing something the risk is x; if we do not deploy it and remain at the present standard, the

risk is y

• Comparisons of alternative The risk associated with a waste incineration plant is x. The risk of 
solutions to the same problem landfilling the waste is y

• Comparisons with the same risk Berlin has the largest air pollution problem; our air pollution problem is
as experienced in other places only half as large as that of Berlin

THIRD CHOICE RISK COMPARISONS

• Comparisons of average risk The health risk caused by air pollutant y for the average community 
with peak risk at a particular resident is 90% lower than the risk for the plant worker
time or location

• Comparisons of the risk from The lung cancer risk posed by air pollutant X is about 3/100 of our total
one source of a particular adverse lung cancer risk
effect with the risk from all sources 
of that same adverse effect

FOURTH CHOICE RISK COMPARISONS

(ONLY RARELY ACCEPTABLE)

• Comparisons of risk with cost or of Through eliminating asbestos in school buildings, saving one human life
cost/risk ratio with cost/risk ratio would cost US-$ y, while saving one human life through providing mobile 

coronary treatment units would only cost US-$ z

• Comparisons of risk with benefit Chemical x, whose disposal releases air pollutant y, is used in hospitals to
sterilize surgical instruments and thus contributes to saving many human 
lives

• Comparisons of occupational with Neighbors are exposed to lower concentrations of air pollutant x than our 
environmental risks plant workers, and medical tests in the plant have revealed no health 

impairments

• Comparisons with other risks from Our problem with air pollutant x is not more serious than our problem with
the same source, such as the same air pollutant y, which is also released from this plant and which the 
facility or the same risk agent neighbors have accepted for some time

• Comparisons with other specific Air pollutant x causes much less cancers than the natural background
causes of the same disease, illness, radiation of geological radon
or injury

FIFTH CHOICE RISK COMPARISONS

(ONLY VERY RARELY ACCEPTABLE)

• All comparisons that are extraneous The health risk posed by air pollutant x is lower than the risk of driving or 
to the matter at hand or that violate smoking
the legitimacy principles of laypeople

• In particular, comparisons of two or It therefore follows that (a) the risk associated with air pollutant x logically 
several unrelated risks must be more acceptable, and (b) people who drive or smoke have forfeited

their right to oppose the release of air pollutant x from the plant

Table F 7.4-1
Guidelines for risk comparisons.
Source: Ruff, 1993
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nicative disputes are of particular relevance to the af-
fected if there are generators on the ‘other side’ to
whom the production of the risk can be attributed.
This is generally not the case for ‘natural’ risks, nor
for risks for which no clear generator can be identi-
fied (climate change, infectious diseases etc.).The fo-
cus of the following discussion thus lies on techno-
logical risks (Damocles type). Those potentially af-
fected by a high-risk technology must generally tack-
le the subject in their ‘spare’ time while the potential
risk emitters can devote their full time to advancing
their plans. The latter are generally well equipped
with the requisite resources.

Discursive procedures (mediation, round tables,
discussion groups) offer an avenue by which to create
a large degree of equal opportunity in risk negotia-
tion processes (Section F 8).These procedures do not
determine the outcome, but merely determine the
manner in which the people and groups involved
make their decisions. Mediation procedures are often
able to cushion existing resource imbalances.
Through the formalization and guidance of the
process by a mediator, it is ensured that a knowledge
head start of one side does not immediately deter-
mine the decision, as this knowledge must first be re-
capitulated by the other participants and its validity
checked. Such procedures also ensure that different
interpretation patterns and value systems receive
equal standing, instead of the one value system that is
presented the most professionally becoming domi-
nant.

The question of compensating for resource imbal-
ances gains particular relevance when we consider
the situation in developing countries. In countries
where no liability law or comparable arrangements
are in place, or no constitutional instruments are ef-
fective (state and policy failure), the affected have no
options for action. Under these conditions, they have
no chance to defend themselves against the destruc-
tion of their bases of existence by the superior
strength of financially powerful corporations.The ex-
ample of Shell in Nigeria bears dismal testimony to
this. Here there is a need to create international stan-
dards that are binding upon globally operating cor-
porations (Section F 6).

Non-governmental organizations (NGOs)
In a narrower sense, NGOs are special interest
groups which, while not feeling directly threatened,
do either view themselves as being threatened over
the long term (e.g. by global climate change) or view
themselves as the advocates of nature at risk.There is
a fluid transition from these organizations to the ‘in-
terested public’ which, while not organized in any
formal way, also has a mobilization potential (Rohr-
mann, 1991). The possibilities of NGOs intervening

should also be strengthened in the international ne-
gotiating arenas. Joining forces to form a network
that properly represents the relatively heteroge-
neous groups would appear to be an efficient way to
do this.

A good example of such networking is the estab-
lishment of the German NGO Forum on Environ-
ment & Development in Bonn, which, with its work-
ing groups on the individual focal themes of global
change (e.g. climate, social development, biodiversity,
desertification, oceans, trade), is integrated in the in-
ternational negotiation processes in many ways.
While in terms of negotiating power NGOs do not
have equal standing with government representa-
tives, they have acquired more weight over recent
years. These participation rights are not given as an
end in themselves, but are due to NGOs playing an
increasingly important role in the implementation of
international agreements. This is exemplified by the
Desertification Convention. At the first Conference
of the Parties in 1997, a joint session of NGOs and of-
ficial government representatives was held in con-
nection with an official plenary session, and it was
agreed to repeat this novum in the history of conven-
tion negotiations in the following years. Communica-
tion training measures should be established to sup-
port NGOs. Here particular attention needs to be
given to the psychological aspects of risk perception
(Section E 1.2).

Regulatory bodies
Regulatory bodies are governmental or intergovern-
mental institutions that create the framework condi-
tions for risk management or are responsible for
these framework conditions (e.g. parliaments, regula-
tors, agencies, commissions). The introduction of ref-
erendums in certain municipal decisions is an exam-
ple of the creation of such framework conditions. An
example of an intergovernmental arrangement that
could, inter alia, set standards for the disclosure of in-
formation by companies, is the Risk Assessment Pa-
nel proposed in the present report (Section F 6).This
should assess, on the basis of independent scientific
expertise, the risk potential of large-scale industrial
facilities, genetic engineering experiments, the haz-
ards posed to coastal zones by climate change or the
risk of food crises posed by drought and soil degra-
dation. The outcomes of this assessment process
should be communicated externally, perhaps in the
form of risk reports.

The scientific community
This refers to those working at universities or re-
search institutes who have expert knowledge rele-
vant to the analysis or effects of risks. It includes both
independent scientists and formal scientific-technical
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bodies (study commissions, advisory councils etc.).
The guidelines for the presentation of risks and
choice of risk comparisons (Section F 7.3) intended
for public education apply particularly to experts.
Who the public (target group) in question is needs to
be taken into consideration and perceived in a differ-
entiated manner. Different topics and language will
be appropriate for different subgroups.An important
goal of the transfer of knowledge to the public must
be to create transparency about impending develop-
ments, opportunities and risks. The existing scientific
bodies (advisory councils, technology assessment,
study commissions etc.) could be provided with larg-
er resources by which to efficiently undertake such
communication efforts.

The internal flow of information within the scien-
tific community also offers scope for improvement
(WBGU, 1997a). Improving internal communication
is not essential to successful external communication
(and is difficult to achieve due to the multi-layered
nature of the scientific community), but successful
networking could certainly make external communi-
cation more effective. The continuous presentation
of the latest state of climate research by the Intergov-
ernmental Panel on Climate Change (IPCC) offers a
good example of transparent knowledge production
in the scientific treatment of global change problems.
Several thousand scientists are involved in each of
the IPCC reports, which integrate the latest climate
research and represent the best available knowledge
at that time. The preparation of the reports passes
through a review procedure, which makes it possible
for all participating scientists to integrate their
knowledge. Such a formalized body of scientists with-
out affiliations to any specific government could also
be established for other risk domains (e.g. for the
Biodiversity Convention and Desertification Con-
vention), whereby care would need to be taken that
the findings are made readily accessible to the public.

The media
Radio, TV and print media serve as transmitters of
information on risks and opportunities to the public.
The media assume a particularly important role in
risk communication when presenting risks that were
previously unknown or that escape the human facul-
ties.This aspect is discussed in detail in Section E 1.2.
In the interests of germane risk communication, it is
essential that the diversity of opinions on any issue
can also be reflected in the media. This means that
any media censorship or instrumentalization by an
opinion monopoly which is effectively censorship
must be prevented. However, what is important
above all is that the media assume this role in an ap-
propriate manner through accurate and germane
presentation of the issue at hand. Risk communica-

tion is a field in which there is particular scope for
greater collaboration between the media and the sci-
entific community.
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F 8.1
Potentials of discursive approaches

A lot of talk about an issue does not necessarily make
a discourse. A discourse is a form of communication
aiming to reach understanding, in which argumenta-
tive statements are examined as to their validity ac-
cording to fixed rules and without regard to the sta-
tus of the person presenting a given statement
(Habermas, 1971, 1992).

Discourses are no panacea for all the problems of
our times, nor can they get rid of problems of ambi-
guity and uncertainty that are inherent in risk assess-
ment and evaluation (Giegel, 1992). The mere fact
that parties to a conflict have met around a table and
have talked to each other has rarely contributed to
clarifying an issue, arriving at new understandings or
resolving a conflict. What is essential is that, in a dis-
cursive process, the substantive issues are clarified on
the basis of a stipulated methodology, evaluative
questions are debated and consequences for action
are derived in a consistent manner (Burns and Über-
horst, 1988; Renn and Webler, 1998).

Discourse and consensus orientation are often
misunderstood by the public. ‘Another talking shop’
say some, ‘further proof of the lack of political lead-
ership’ say others (Weinrich, 1972). Both accusations
may be justified by the measure of many discourses
that have taken place, but are irrelevant to the inter-
nal logic and immanent capacity of discursive conflict
resolution. Discourse does not mean agreement
upon the smallest, usually trivial denominator. It is
rather a matter of resolving conflicts in a manner in
which arguments are exchanged in all clarity and, if
necessary, in all sharpness, and divergent values and
interests are presented. A discourse will often not
end in consensus, but in an agreement to disagree. In
this event, all participants know why the one side is in
favor of a measure and another is opposed. The vari-
ous arguments have been examined in debate and
their strengths and weaknesses sounded. Remaining
differences are no longer based on illusory conflicts
or misjudgments, but upon clearly definable differ-

ences in the evaluation of the consequences of spe-
cific decisions (Schimank, 1992). All parties know
what consequences their preferences for the one or
other solution may be expected to entail, with all as-
sociated uncertainties. The outcome of a discourse is
more clarity, but not necessarily unity.

Even if disagreement is the outcome of discourse,
this outcome is just as important to decision-making
processes in industry and politics as consensus would
be. In both cases, the legitimate decision-makers can
take balanced and, in the classic sense, rational deci-
sions. For consensual proposals this is less painful, but
in the event of dissent, decision-makers must give
precedence to one or the other solution, reverting to
superordinate values or to their own programmatic
agenda. In a democracy, just as under all other forms
of government, it is not possible for all to always win.
If the dissent is clear and argumentatively founded,
then the political leadership for which so many clam-
or is indeed called for. A decision must be taken ei-
ther way. If the decision is taken on the basis of a dis-
cursive debate, this not only improves the outcomes
of the decision, but also its prospects for acceptance,
even among those who have not been able to enforce
their preferences.

The ideal of discourse is based on the premise that
agreement (including why disagreement prevails)
can be established among conflicting interests and
values of various parties without one party being ex-
cluded or its interests or values remaining unconsid-
ered. The purpose of such a discourse is to evaluate
options for collective decisions according to their de-
gree of desirability. There will be conflicts among the
participants in a discourse. Nonetheless, understand-
ing is possible if the following conditions are met
(Bacow and Wheeler; 1984; Renn and Webler; 1998):
1. All parties within the discourse have equal rights

and obligations.
2. All parties unanimously decide the procedure by

which agreement on collectively binding decisions
is to be established.

3. All factual claims made during the debate must be
proven or confirmed by appropriate experts (al-
though, depending upon the type of knowledge,
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these need not necessarily be scientists); however,
ambiguous, not definitely verifiable or refutable
statements can also be included in the discourse.

4. Disparate interpretative templates and value sys-
tems have equal standing, as long as they do not
contradict the rules of logic or other formal rules
of argumentation.

5. All participants are willing in principle to disclose
their own interests and values.

6. All participants are willing to work towards a fair
resolution of the conflict, in which all interests and
values are recognized in principle as legitimate
and worthy of negotiation, but without this calling
into question the necessity to substantiate inter-
ests or values.

Today, discursive procedures are employed at the lo-
cal, regional, national and international level. An es-
sential precondition is that a manageable number of
actors can negotiate with each other as delegates of
interest groups or as representatives of the general
public. Discourses are generally informal, i.e. they
should take place in the run-up to political decision-
making. Particularly in the international arena, such
informal negotiations with affected groups or parties
can pave the way for subsequent political agreement.

F 8.2
Classes of discourse

The literature contains many different classification
systems for discourses (Bacow and Wheeler, 1984;
Burns and Überhorst, 1988; Zilleßen, 1993). One may
argue about issues, about evaluations, about require-
ments for action or about esthetic judgments. A clas-
sification according to four categories of discourse
appears useful for dealing with risks:
• In a cognitive discourse, knowledgeable experts

(not necessarily scientists) strive to clarify an is-
sue. The objective of such a discourse is to repre-
sent and explain a phenomenon in a manner as
close to reality as possible (such as the question of
which health effects are to be expected if a certain
substance is emitted). The more multi-layered,
transdisciplinary and uncertain the phenomenon
is, the more necessary is a communicative ex-
change among the experts in order to arrive at a
homogeneous description and explanation of the
phenomenon.

• The reflection discourse is concerned with inter-
preting issues, clarifying the available knowledge,
preferences and values and arriving at a normative
evaluation of the present situation and proposals
for improvement. Reflection discourses are suited
particularly as tools for preparing decisions and
for anticipating potential conflicts. They yield an

impression of moods, preferences and discom-
forts, without aiming to evaluate concrete decision
options.

• The formative discourse aims to evaluate options
for action and/or solve concrete problems. Media-
tion procedures and direct citizen participation
belong in this category, as do conciliation proce-
dures bringing together the operator, regulator
and neighbors of a planned risky facility. Political
and industrial advisory bodies that propose or
evaluate concrete policy options also belong in
this category.

• Strictly speaking, the educational discourse is not
really a discourse, as it deviates from the ideal type
of a discourse through its clearly hierarchical
structure – from source to audience. However, as
mutual learning can have distinct discursive fea-
tures, it appears justified to include this as a cate-
gory of discourse. In the discourse, the outcomes
of the other three types of discourse (or outcomes,
evaluations and proposals for action brought
about through other processes) are disseminated
to external parties.

F 8.3
An overview of discursive approaches

In mediation, a nonpartisan mediator takes part in
the round table in addition to the representatives of
the groups affected by a decision (Breidenbach,
1995). The role of the mediator is to advance the
process of finding agreement, so to speak as a cata-
lyst. Mediation is useful where conflicts already arise
in advance of certain projects, which can be the case
in siting issues or when the construction of large-
scale technological facilities or controversial re-
search institutions such as genetic engineering labo-
ratories is planned. With the help of the neutral me-
diator, an attempt can be made to find a solution ac-
ceptable to all parties. In discussion panels, as in
round table procedures, the perspectives of the af-
fected parties are disclosed and different solution op-
tions are developed. The mediator ensures that con-
flicts do not escalate and that certain rules of fairness
are observed. Successful mediation yields recom-
mendations on how to proceed in the concrete case.
In the USA, this approach to conflict mediation and
resolution is in widespread use. In Germany, too, such
procedures are employed, mainly in the environmen-
tal policy sphere (Renn and Oppermann, 1995).

The ‘cooperative discourse’ procedure is a refine-
ment of the round table procedure. This combines a
variety of distinct discursive approaches. Like all me-
diation techniques, the cooperative discourse tech-
nique revolves around a dialog among the individu-
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als and groups with a stake in the planned measure,
and a balancing of interests, values and world views.
The model of cooperative discourse follows a three-
phase sequential procedure (Renn and Webler,
1998). The phases are distinguished according to val-
ue survey, factual survey and balancing. These three
tasks are preferably carried out by those actors of
whom one can assume that they are particularly suit-
ed to the specific type of work. The three levels are
linked in the following steps:
• In a first step, all groups affected by a risk are

asked to disclose their values and criteria for eval-
uating different options with potentially risky out-
comes (such as technology deployment, an envi-
ronmental policy measure, or a novel breeding
proposal). This takes place in interviews between
the discourse organizers and the representatives
of each group. The methodological tool used here
is value tree analysis, an interactive approach to
making conscious evaluations and structuring val-
ues and attributes that has been developed in the
USA (Keeney et al., 1984).

• In a second step, the value dimensions are con-
verted into indicators by a research team that, as
far as possible, is considered to be neutral by all
participants. These indicators represent measure-
ment instructions by which to ascertain the antici-
pated effects of the measures in question. Since
many effects are not physically measurable and
some may also be subject to scientific controversy,
it is not possible to state a single value for each in-
dicator. This applies particularly to uncertain con-
sequences.At the same time, the consequences are
by no means arbitrary, but are a logical outcome of
the available knowledge and of the application of
methodological rules within various scientific
camps. Crucially, the discourse must ascertain as
accurately as possible the range of scientifically le-
gitimate assessments. To this end, the cooperative
discourse method has developed a special form of
expert workshop, the so-called ‘Group Delphi
Procedure’, in which groups of experts formulate
appraisals jointly and resolve discrepancies in di-
rect confrontation within the expert groups
(Webler et al., 1991).

• Once the value dimensions have been ascertained
and the consequences of the various options for
action have been assessed, the difficult process of
balancing follows. In the cooperative discourse
method, it is left to a group of citizens selected at
random to carry out this balancing on behalf of all
(Dienel, 1978; Dienel and Renn, 1995).The select-
ed citizens have several days in which to study the
profiles of the different options for action, to
query experts, to hear evidence, to carry out on-
site inspections and to consult with each other at

length. The process ends with their recommenda-
tion for action, which they must substantiate in
depth in a citizen report. They are remunerated
for this. Such citizen panels have already proven
their usefulness at the municipal and regional lev-
els, and were used for the first time to resolve a na-
tional conflict in the early 1980s (Renn et al.,
1985).

In addition to the participation in decision-making
procedures of directly affected parties, there are fur-
ther forms of agreements between state and societal
actors. For instance, companies can work on a volun-
tary basis to solve certain risk problems, entering into
cooperative arrangements or voluntary commit-
ments to achieve specified environmental and safety
goals. Cooperation, industry covenants and voluntary
commitments are generally reactions of potentially
affected parties to state moves towards regulating
certain environmental concerns. Corporate self-regu-
lation can preempt the adoption of new laws and reg-
ulations that often permit less implementational flex-
ibility. Hence, companies or company groupings of-
ten enter into voluntary agreements in order to
counter impending statutory impositions. However,
as such agreements cannot integrate each and every
company in an industry, free-rider problems can eas-
ily arise. The more members of an industry partici-
pating voluntarily in an agreement, the greater its
prospects of success.

Agreement of companies to cooperate voluntarily
to solve a certain problem is also known in Germany
from the climate debate and the discussion on ways
to reduce CO2 emissions. The spring 1996 voluntary
commitment of German industry to reduce specific
CO2 emissions (CO2 per unit production) by 20% by
the year 2005 (1990 baseline) was instrumental in the
postponement by the German government of its
plans to introduce an energy or CO2 tax. Voluntary
commitments can be based on formal contracts or in-
formal promises.They are generally monitored by in-
dependent third parties and the public (the press).

Industry will enter into voluntary agreements
above all when it can assume that the effects will be
less negative for it than those of a regulatory mea-
sure. This tool therefore harbors the danger that its
use may in fact constrain and delay the attainment of
the necessary risk reduction targets (Kurz and Volk-
ert, 1995). Deep-seated reforms and changes that go
beyond developments anticipated in any case will
most probably not be achieved by means of volun-
tary commitments and cooperation. A further prob-
lematic aspect is that such negotiated solutions ex-
clude third parties who are equally affected. This is a
danger inherent in every kind of round table (Hoff-
mann-Riem and Eifert, 1995; Bergmann et al., 1996).
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Nonetheless, discursive tools have the great
strength that with their help the balancing process
required for risk evaluation can be performed ac-
cording to rationally and politically legitimatable cri-
teria. The question of which risks are reasonable and
how ambiguity and uncertainty should be dealt with
goes far beyond political administrative action. The
question of the reasonable degree of risk instead ne-
cessitates broad public consensus. Responsible be-
havior can only arise in awareness of one’s limits, im-
pending dangers and possible opportunities. Such a
level of responsibility can be best achieved in discur-
sive procedures involving collective decision-making
and own, voluntary commitment. A structured nego-
tiating process that integrates the necessary technical
expertise, observes norms and laws, incorporates so-
cial interests and values in a fair and representative
manner and enables the integration of substantive,
emotional and normative statements offers new per-
spectives for resolving the conflicts of interest that
emerge in the context of risk policy decisions.

Discursive tools have their limits. Their effective-
ness and efficiency cannot be assessed in advance.
Discursive approaches are applicable wherever di-
rect damage or a direct hazard to health and the en-
vironment is not to be feared and there is no urgency,
but where interventions are associated with partially
controversial value judgments. Even if the parties
participating in the discourse find solutions that can
be supported in a binding fashion by all participants,
politicians are not bound to the recommendations
elaborated. They should, however, integrate these
recommendations in their own decision formulae.

F 8.4
A procedural proposal for the discursive
management of risks

How should we structure risk evaluation discourses?
Table F 8.4-1 shows an ideal-type course of a risk reg-
ulation decision process with discursive elements.

The following tasks need to be performed in con-
nection with this decision process:
• A normative debate must be led over evaluation

criteria by which to judge the acceptability of risks.
This debate should involve not only experts but
also representatives of special interest groups and
interested citizens. This debate should take place
in the extra-statutory space, i.e. presuppose the va-
lidity of the law but supplement this with risk-spe-
cific norms. Codified law can be construed in vary-
ing ways, but the leeway for action is not arbitrary.
It is therefore necessary to use such ‘objective
standards’, if simply for the reason that a society
cannot renegotiate every aspect again.

• The current diversity of opinions prevailing in the
population and in selected groups needs to be sur-
veyed, in order to ascertain the specific degrees of
subjective value attainment and value infringe-
ment, and to gain an improved understanding of
public preferences.This information is also impor-
tant simply to be able to assess whether the con-
troversy is real or whether it is an extrinsic prob-
lem. At the same time, perception studies can re-
veal to what extent opinions are polarized and
whether there are avenues for consensus.

• The expected social outcomes associated with the
spread or utilization of certain risky options must
be assessed. Here particular care must be taken to
characterize the remaining uncertainties. It is in
this phase that the risk would be assigned to the
classes of risk identified by the Council in the pre-
sent report.

• The outcomes must be evaluated using normative
criteria and involving interest groups, citizens and
experts. This evaluation process must be carried
out in close collaboration with the legitimated de-
cision-makers. Whether a balancing of interests
and values succeeds is of course questionable.

Formal evaluation procedures have the potential to
offer a starting point for comparative evaluation
when judging options.They do not, however, have au-
tomatic validity. In each case it is necessary to bal-
ance values and goals.This is why it is essential that a
dialog comes about in which all sides can exchange
information and also learn from each other.The goal
of precautionary risk policy is to deliver guiding sup-
port to decision-makers in the political realm, in in-
dustry and in societal groups – support that is based

Decision-making steps Principal actors

Problem perception Politicians, stakeholder groups, experts
Goals, values Politicians, interest groups
Criteria Politicians, experts, focus groups,

representatives of the broader public
Options Experts, groups, public
Impacts of options Experts
Weighting of criteria Politicians, public
Decision Politicians (participation)

Table F 8.4-1
Course of a risk regulation
decision process that
integrates discursive
elements.
Source: WBGU
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upon up-to-date expert knowledge and at the same
time makes the values and preferences of the people
affected by the outcomes its standard of desirability.
Discursive approaches to reaching understanding are
a suitable tool by which to intermesh these two ele-
ments systematically and validly.



GStrategies for dealing with unknown
risks





G 1The importance of unknown risks: Preventing ‘future ozone holes’

The overall heading of this annual report, as of all
previous ones, is ‘World in Transition’. This expresses
the need to give particular attention to future devel-
opments and their associated risks. Moreover, the
Council has always stressed the plurality of dimen-
sions that make up the concept of sustainability. In
addition to ecological sustainability, equal considera-
tion must always be given to economic and social sus-
tainability. This is all the more important as an advi-
sory council on ‘global’ environmental change must
always maintain an awareness of the interests of the
– by far the largest – part of humanity whose materi-
al wealth is far below that of the OECD countries.
The risks of a ‘World in Transition’ thus always need
to be contrasted with the opportunities of change.

From this overall complex of known and unknown
risks and associated opportunities, the present report
has until now largely treated the known risks. Infor-
mation was therefore available about damage poten-
tials, on the basis of which risks could be assigned to
specific classes. Part G of this report is concerned
with unknown risks, i.e. risks for which no informa-
tion is available – not even about the concrete source.
The transition between unknown and known risks is
fluid in places. For the Pythia and Pandora types, in
particular, no further concretization of the probabili-
ty or extent of damage is possible. In many cases,
however, assumptions of damage can at least be
made. It is further conceivable that entirely unknown
risks exist in addition to these assumed risks.The fol-
lowing discussion thus provides guideposts for strate-
gies to tackle Pythia- and Pandora-type risks.

It may at first appear unnecessary to deal with this
topic at all.Why should we ponder risks that perhaps
do not exist at all or about which no knowledge is
available? No doubt unknown risks, precisely be-
cause of their unknown properties, cannot be treated
as well as known ones – this will become apparent in
the further course of the discussion. They nonethe-
less have major importance because they are usually
linked to innovations. Innovations, in turn, are the
prime driving force of economic growth and global-
ization and are set to gain rather than lose impor-
tance in the future. Innovations are tied to people

and to the institutions that influence them. The aim
must thus be to create predispositions in this complex
of innovatively focused people and institutions in or-
der that when previously unknown risks begin to
emerge, mechanisms are in place that almost auto-
matically enable their recognition and evaluation. In-
novations can generally follow a variety of trajecto-
ries and can then be directed in the least risky direc-
tion.

To take an example pertinent to global environ-
mental change: if the development of a new chemical
presents the threat of a new risk, in the way that the
ozone hole could perhaps have been anticipated at
the time when CFCs were developed, the innovator
should take such effects into consideration at an ear-
ly stage. This basic tenet is well illustrated by the
varying definitions of the hazard potential of chemi-
cal substances. The German Act on Protection
Against Hazardous Substances (Chemikaliengesetz,
ChemG) is mainly based on the harmful properties
of a substance, i.e. the determination of their ‘imma-
nent hazard potential’. For risk policy, however, it is
decisive how these inherent properties may actually
impact upon human health and the environment
through dispersal or mobility and exposure. Ideally,
research chemists should integrate this ‘endpoint
hazard potential’ in their research decisions (Breuer,
1986; Rehbinder, 1997).

In a similar manner, innovative technologies such
as genetic engineering and animal cloning can consti-
tute risks whose type and extent are still entirely un-
known. In order to reduce these still unknown risks,
it is essential to develop tools that sharpen the aware-
ness and attentiveness of researchers and innovators
to such risks, without destroying from the outset
through harsh interventions the opportunities of-
fered by the innovation. In the case of genetic engi-
neering, in particular, it would appear possible to
seek out risks in a decentralized manner, as here a
‘conceivable risk trajectory’ is clear and there are
concretizable notions of the extent of damage. The
risk assumption thus has a minimum degree of di-
rectedness, which in many cases is the precondition
to the decentralized discovery of risks. Risk knowl-
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edge can also emerge as a co-product of genetically
modified product development (Gawel, 1997).

At the Council’s constitutive session in 1992, the
then German Minister for Research and Technology,
Dr. Heinz Riesenhuber, noted that the Council’s task
was to ‘discover the new ozone holes’. This task nec-
essarily only refers to already existing risks, which
then only need to be ‘discovered’. In contrast, the risk
of a new ozone hole being caused by a chemical that
has yet to be developed can, to remain within our ex-
ample, probably be surmised best by chemical re-
searchers themselves or their colleagues. For exam-
ple, in the broad field of chemical substances, zones
of higher or lower risk are clearly known and can
elicit enhanced attention.The same applies to the de-
cision as to which technological paths will be fol-
lowed or left alone.In any event, it is in the immedi-
ate environment of the innovative individual that we
may find the information which offers a prospect for
seeking out previously unknown risks.

While this part of the report centers on unknown
risks, it must always be borne in mind that these risk-
generating activities and decisions are driven by the
quest for opportunities. This applies particularly to
new technologies or new chemical substances whose
contribution to development cannot yet be assessed
and that necessarily harbor the possibility of still un-
known risks. If we look back at history, we find that
many technological innovations such as railways, cars
or steam boilers were initially classified as highly
risky technologies. In the course of time, however, it
became apparent that the risks were smaller than had
previously been assumed or that it was beneficial to
tolerate them in view of the welfare gains offered by
further technological development.

As the focus of this part of the report – ‘dealing
with unknown risks’ – logically excludes concrete
risks, the following discussion is at times somewhat
abstract. Nonetheless concrete recommendations
can be delivered at many points on how a society
should handle unknown risks or the phenomenon of
uncertainty in general. A more passive strategy
would be to enhance response capacities and to re-
duce vulnerability to the occurrence of risks (Section
E 2). In view of the general character of the matter,
the discussion would then differ only marginally
from that of a similarly passive strategy by which to
address known risks. The argument therefore con-
centrates mainly upon what we may term an ‘active’
strategy, asking which options for action are available
to a society and – in the case of global environmental
risks – to the global community to discover unknown
risks as early on as possible and thus to be in a posi-
tion to institute risk reduction measures in time.

With this in mind, we argue as follows:
1. At first, the entirety of unknown risks is subdivid-

ed according to unknown environmental risks re-
sulting from routine operations, which are not
treated any further in the following, and those that
stem from innovation processes, on which we shall
concentrate (Section G 1.2).

2. A brief general discussion of the emergence of
risks leads to a perspective in which we view un-
known risks as knowledge deficits, and identify the
locations in society where this knowledge can be
sought out or generated.

3. The lengthy second section of this part of the re-
port is then devoted to options for compensating
for such knowledge deficits (Section G 2).

4. The requisite production of knowledge about un-
known risks is often constrained by cognitive, mo-
tivational and social factors, which are discussed
separately due to their considerable importance
(Section G 3).

5. Up to here the discussion is concerned with
knowledge that, while not yet available, can be
created. There is also knowledge that is funda-
mentally impossible to create, for instance where
there are genuine stochastic processes. Moreover,
the production of new knowledge is not a linear,
positively growing function of resource inputs. In-
tensified research efforts are not a sufficient con-
dition for discovering unknown risks (Tietzel,
1985).Where gaps in knowledge are thus unavoid-
able, but also where knowledge has not yet been
created or has not yet been implemented, precau-
tions need to be taken to ensure that these un-
known risks are reduced as far as possible (Section
G 4).

6. Part G is concluded by a brief synthesis of these
novel issues (Section G 5).

G 1.1 
Unknown environmental risks from routine
activities and from innovation processes

One possible source of unknown environmental risks
is the continuous emission of long-known substances.
Neither now nor in the foreseeable future can it be
expected that knowledge about the complex sys-
temic processes in nature and the effects of anthro-
pogenic interventions in these ecosystemic complex-
es will be at all complete. It follows that numerous
unknown risks can result from routine activities that
have been under way for a long time. In particular,
this leads to the following types of risk (Siebert,
1987b):
1. Cumulative risks. If there is only patchy knowl-

edge about the threshold value above which
ecosystems will collapse due to anthropogenic
chemical inputs, there is a risk that these unknown
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threshold values are transgressed.
2. Synergistic risks. This refers to the risk that a sub-

stance which is not hazardous in itself may react in
an unforeseen manner with other substances al-
ready present in the environmental media, thus
causing damage.

It is very hard for research activities to discover these
types of unknown risks. As the number of toxic sub-
stances impacting upon humans and the environ-
ment is enormous, it is practically impossible to ana-
lyze the damage potential of all conceivable interac-
tions among the substances. In theory and practice,
this problem is tackled by seeking mechanisms that
make control of the risk probable. From such ap-
proaches, we may derive general principles which can
be applied by analogy to risk constellations that have
not yet been studied (Projektgruppe ‘Umweltstan-
dards’, 1998).

Despite such approaches to tackle combined ex-
posures, the field of combinatory effects is largely
considered by toxicologists to be poorly researched.
This is presumably mainly due to the complexity of
the issue (Projektgruppe ‘Umweltstandards’, 1998).
As cumulative and synergistic risks generally offer
no personal point of departure from which to achieve
knowledge-producing effects, it is most difficult to
generate knowledge of such combinatory effects in a
decentralized fashion.The assignment of risk respon-
sibility is almost impossible here. Such knowledge
should therefore perhaps be created predominantly
by state-funded research institutions (Section G 2.3).

This section accordingly concentrates upon un-
known risks caused by innovations. In such cases, no
experiential knowledge of potential side-effects is
available from the past (Zylicz, 1987). Unknown risks
stemming from innovation processes also deserve
particular attention because, firstly, innovations play
a key role in the sustainability debate and, secondly,
innovations are inseparably linked with risks.

Innovation processes are associated with risks by
definition, as it is impossible to assemble all neces-
sary information on the consequences of innovative
actions such that risks are avoided completely. In re-
turn, innovations harbor an enormous development
potential. They can thus contribute to the goals of all
three dimensions of sustainability (economic, ecolog-
ical, social). Moreover, they may even be able to join
all three dimensions, and thus to resolve the partially
prevailing goal conflicts among these dimensions.
The debate on suitable approaches to unknown risks
thus embraces the entire spectrum pertinent to the
evaluation of the opportunities and risks of techno-
logical development.

Here we are interested particularly in the globally
relevant innovation risks (Box G 1.2-1). For these,
the criteria of the global filter developed in Section C

can be applied. It is of course not possible to make
any statements about the global character of un-
known risks ex ante. Such statements can only be
made ex post after discovery of the risk. Most of the
recommendations derived from the following analy-
sis thus apply equally to national risks.A rigorous dis-
tinction between national and global unknown risks
is not possible, nor is it essential to the basic message
of this part of the report.

The effects of CFCs upon the Earth’s ozone shield
and those of CO2 upon global climate are well-
known examples of global risks that remained un-
known for long periods. Quite different types of glob-
al unknown risks can stem from the circumstance
that technologies that have long been known (or are
innovative) are implemented in countries that are
less able to manage the associated risks than the re-
gions of origin (e.g. nuclear power plants in develop-
ing countries).

The aspect of asymmetries in the distribution of
information, which we shall treat in more detail be-
low (Section G 2.3), presents a further globally rele-
vant problem. The exchange of technologies, prod-
ucts, chemical substances etc. around the world is in-
creasing.This is accelerated by the growing interpen-
etration of the global economy. Companies are thus
able to transfer risks from region to region, for in-
stance by shifting high-risk production technologies
to countries with weaker liability regimes, or by with-
holding knowledge about the risk potential of certain
chemicals from their users. Options for tackling such
problems related to the asymmetrical distribution of
information at the international level through the
principle of prior informed consent (PIC) are dis-
cussed elsewhere in this report (Section F 6.3) and
are therefore not treated further here.

G 1.2
On the generation of risks

Determinants of risk-relevant decisions
For the purposes of the present section of this report,
risks are understood to mean the circumstance that
events evaluated negatively can occur as a conse-
quence of human decisions to take certain actions
(Section C); natural disaster risks such as earth-
quakes are thus excluded here.This definition under-
scores the importance of the central decision-making
entity – ‘people’. Risk-relevant decisions directly at-
tributable to people are, for example, economic deci-
sions on the utilization of natural resources or indi-
vidual consumption decisions by which demanders
express their preferences for certain products on the
market.
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Companies, in particular, take such risk-relevant
decisions. Accordingly, entrepreneurial decisions on
the development, production and distribution of
products are frequently at the center of risk debates.
In this case, the subject of risk analysis is the decision-
making entity ‘the person’, integrated in a corporate
organization.With this focus upon risks as dependent
upon human action, we must now ask which frame-
work-setting institutions determine these risks.
1. The state is the fundamental entity that deter-

mines the institutional framework conditions of
human action decisions. The legislative branch
creates the superordinate legal framework, while
many details are determined by secondary law es-
tablished by the executive branch (bureaucracy).
These state activities have a decisive influence
upon the costs and benefits – or, in other words,
the risks and opportunities – of action alternatives.
The state can be viewed as a super-entity, as its
framework-setting competency also decisively in-
fluences the way in which the three following in-
stitutional factors come into play.

2. In addition to statutory framework conditions, the
internal rules of corporate organizations influence
the people who are integrated in a corporate or-
ganization and take risk-relevant decisions in that
setting. The many different forms of management
and organizational concepts can exert varying in-
centives upon staff to discover ecological risks and

to take these into consideration in corporate deci-
sions after balancing them against the expenditure
incurred by taking precautionary action (Sections
G 2.2 and G 4).

3. In economics, the market is viewed as the most ef-
ficient allocation mechanism, as it is capable of
transforming important information into price sig-
nals, thus directing factors of production to uses in
which goods are produced cost-efficiently and in
accordance with preferences. The preferences evi-
denced on the markets are a central determinant
of the corporate decision-making system. The in-
stitution of the market further underscores the im-
portant role of the state as a rule-making entity;
for the extent to which the market can perform its
allocation function depends greatly upon whether
the state creates appropriate framework condi-
tions. From a risk policy perspective, restrictions of
the market allocation function can be justified in
order to contain certain risks.With regard to glob-
al risks, the world trade order is of particular in-
terest as an institutional determinant, as it is a cru-
cial element for all companies oriented to foreign
trade and operating internationally in their deci-
sions on the production, distribution and sale of
goods. Insurance markets are also of relevance to
the risk policy debate, because in developed in-
dustrialized nations these represent an institution
by which to manage risks through market mecha-

Box G 1.2-1

Do innovations amplify or reduce risks?

As innovations represent new combinations of factors of
production, they will by definition be associated with un-
known risks, as no experiential knowledge gained in the past
is available on the environmental impacts of innovation
processes. However, from the perspectives of economics and
systems theory, there are arguments which suggest that in-
novations can also exert a risk-reducing effect.

The systems theory of evolution is concerned with the
self-organization and structural characteristics of systems
(Baumann, 1993). From this perspective, environmental
problems and environmental risks result from the complex
interactions among the various societal subsystems.At a low
level of differentiation, we may distinguish between the eco-
nomic, political, cultural and ecological subsystems. Envi-
ronmental problems ultimately result from the adaptive ca-
pacity of the ecological system being increasingly over-
strained, which jeopardizes the coevolution connection be-
tween the ecological system and the societal subsystems
(Pasche, 1994).

The capacity of a system to adapt to changing system en-
vironments is crucial to its viability.A system can adapt pas-
sively or reactively to changing processes in its environment,
or it can have an active capacity to create and structure its
environment itself through expanding its range of capabili-
ties. In order to be able to react actively to environmental

changes, a system must be capable of producing novel, inno-
vative forms of behavior (Röpke, 1977). This underscores
the importance of innovations, for these represent a creative
response of the system to increased external complexity.
Ashby's law of requisite variety thus states that increased
complexity of the system environment can only be mastered
by increased behavioral flexibility, i.e. through increasing the
number of different states that a system can assume (Ash-
by, 1974).A loss of flexibility thus implies an increase in vul-
nerability to environmental changes (Holzheu, 1987). Inno-
vations therefore have a risk-reducing effect from this per-
spective. This applies all the more to currently unknown
risks, because innovations increase the future action space
of a society.This can be illustrated for the example of genet-
ic engineering. Completely blocking this highly innovative
branch of development would avoid the (until now mostly
only assumed) risks associated with this technology. Such an
approach would, however, forego the problem-solving po-
tential of this technology for future environmental problems
and risks.

There is of course no final answer to the question of the
risk-reducing or risk-amplifying effect of innovations. What
is certain is that there is a trade-off relationship between
avoiding risks from innovation processes in the status quo
and retaining future options for action. Identifying these
trade-offs in the specific case and communicating them to
the public can help to enhance the acceptance of novel solu-
tions and may prevent the emergence of diffuse anti-tech-
nology attitudes which constrain desirable innovations.
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nisms.
4. Culture and social norms greatly influence human

action decisions. In many peoples, cultural norms
determine the way in which natural resources are
handled. This suggests a need to analyze the rele-
vance of environmental awareness and the envi-
ronmental preferences prevailing in a society for
risk-relevant decisions.

Strategies aimed at early recognition of risks need to
take into consideration the entirety of these determi-
nants, for it is from the combination of these various
influences upon human decisions that risks ultimate-
ly result. These factors offer a point of departure
from which to develop early recognition strategies.

A need for state action can be diagnosed in such
cases where the risk has, at least partially, the charac-
teristics of a public good. We may speak of public or
collective risks if individuals are permitted to appro-
priate for themselves possible benefits exclusively
and to distribute possible disadvantages completely
or partially to others. The problem of public risk is
therefore that risk generators do not take into con-
sideration adequately the potential costs of their de-
cisions (Karl, 1987).

In order that each economic agent balances indi-
vidual benefits against private costs and, in the case
of environmental changes, macroeconomic costs, too,
liability for decisions taken in economic life is a basic
principle of regulatory policy (Eucken, 1952). If a full
enforcement of the liability principle were feasible,
there would be no risk problem, as a risk level corre-
sponding to preferences would emerge. The discus-
sion of liability law from the juridical perspective
(Section F 2) reveals, however, that this is a fiction.
Due to gaps in the liability system, there will always
be risks that exceed the societally desirable level.

Where liability law fails, measures can be taken to
reduce undesirably high levels of risk if knowledge is
available on potential environmental damage caused
by human action (Section F). The present discussion
assumes, however, that specific risk knowledge is not
(yet) available; there are only very vague assump-
tions about potential damage, or none at all.

The problem: Unknown risks as a knowledge
deficit
Against the backdrop of this discussion of the deter-
minants of risk-relevant decisions, we must now re-
turn to the question of the special characteristics of
unknown risks. From the knowledge deficit perspec-
tive, these can be grouped into two categories (-
Hecht, 1998; Gawel, 1997).
1. Knowledge about a damage potential is available

nowhere in a society and therefore needs to first
be produced.

2. The relevant knowledge is available at a decen-

tralized level. However, because of, for instance,
gaps in the liability system, it is not utilized in de-
cisions. In this case there is an asymmetrical distri-
bution of information. This prevents societal dis-
course on the risks and opportunities for alterna-
tives, and also stops measures from being taken to
reach the desirable level of risk.

From the macroeconomic perspective, risk knowl-
edge is a productive good, as it forms the basis for ra-
tional risk management.At the microeconomic level,
in contrast, risk knowledge is initially a value-reduc-
ing good, because, due to the knowledge generated,
state regulatory measures may be taken that can be
disadvantageous to the company. Consequently, the
task of state control could be circumscribed as fol-
lows: the goal of state risk management must be to
resolve the contradiction between the private disad-
vantage and public advantage of risk information
(Gawel, 1997).

We will return to this exposition of the problem
when examining the relevance of specific environ-
mental policy tools to unknown risks. The above ar-
gumentation now yields three elementary tasks that
must be performed by a risk management effort that
wishes to seek out unknown risks:
1. Generating risk knowledge.This is the most urgent

task for the first type of unknown risks. Sections G
2 and G 3 are thus largely devoted to this task.

2. Disseminating risk knowledge. This concerns the
second case in which knowledge is distributed
asymmetrically. Here the dissemination of knowl-
edge should be stimulated.

3. Utilizing risk knowledge. Once risk knowledge has
been produced, appropriate incentives need to be
in place for this knowledge to be taken up in ac-
tion decisions.



G 2 Discovering unknown risks as an environmental policy task

An active strategy for dealing with unknown risks
aims to close gaps in ecological knowledge, i.e. to
generate risk knowledge. Knowledge must be pro-
duced about ecological systems and about the conse-
quences of anthropogenic interventions in these sys-
temic processes. If this knowledge is already avail-
able anywhere in society, institutional arrangements
need to be in place in order to ensure that it is dis-
seminated to the affected parties and to political de-
cision-makers.

This production or dissemination of risk knowl-
edge is a necessary precondition to instituting the so-
cietal process in which the risks and opportunities of
action alternatives are balanced. While unknown
risks cannot be addressed in a concrete manner, it is
nonetheless fundamentally necessary to consider
which institutional arrangements are available to ful-
fill the tasks of generating, disseminating and utiliz-
ing risk knowledge set out in the previous section.
Social institutions thus have a key function, for their
existence and structure decides how societal uncer-
tainties are handled and, ultimately, how opportuni-
ties and risks are distributed in a society. Building
upon the above exposition of the problem – namely
to characterize environmental risks as knowledge
gaps – we use the term ‘institutions’ here to mean the
manner in which a society deals with incomplete and
imperfect information (Bayerische Rückversiche-
rung, 1987).

Ecological knowledge is predominantly a public
good that will not be produced at a decentralized lev-
el if there are no institutional incentives. Conse-
quently it must either (1) be created by government-
funded research institutions (Section G 2.3); how-
ever, in many cases this is inefficient and necessarily
fails to capture unknown risks resulting from innova-
tions under way in the private sphere. Or (2) incen-
tives must be provided to generate this knowledge in
the private sphere and to utilize it in decisions. The
production of ecological knowledge at the private or
state levels need not imply two separate processes. In
fact, private actors require publicly produced knowl-
edge as the basis for their own knowledge produc-
tion. Similarly, the basic knowledge produced in gov-

ernment-funded research institutions often only then
gains practical and political relevance if it is intro-
duced to risk analysis and policy in conjunction with
privately generated knowledge.

Two noteworthy possible barriers may arise on the
path from the unknown risk to its prevention. For
one thing, it is possible that risk knowledge is not
sought intensively enough or even not at all. Reasons
for this can include a lack of or improper motivation,
as exemplified by various ‘risk traps’ (Section G 3).
The other possible barrier is that knowledge about
unknown risks is generated but not implemented.
This can be due to strategic reasons, and may then
lead to the problem of asymmetric information dis-
tribution (Section G 2.3). It may also be due to a lack
of motivation to implement the knowledge, which
points to a need for improved risk communication.
Strong liability laws support implementation.

In the following, we first examine the available
spectrum of environmental policy tools according to
the extent to which they promote or constrain the
generation of risk knowledge (Section G 2.1). We
subsequently address the question of how early
recognition of global environmental risks can be im-
proved through public research (Section G 2.2). We
finally discuss the phenomenon of the asymmetrical
distribution of risk knowledge (Section G 2.3).

G 2.1
Stimulating the decentralized production of
ecological knowledge

G 2.1.1
Environmental policy tools and their knowledge-
producing effect

The literature on environmental economics usually
evaluates environmental policy tools according to
the criteria of economic efficiency and ecological ef-
fectiveness. These criteria cannot be applied to un-
known risks, for the reason alone that the informa-
tion necessary for their application is absent. Viewed



271Stimulating the decentralized production of ecological knowledge G 2.1

thus, the environmental policy tools preferred by
economists, such as taxes and tradeable permits, are
not entirely convincing. They ultimately aim at a de-
fined and thus definite emissions level.The state then
assumes the risk of targets being set wrongly and re-
mains the sole party responsible for a risk having
been taken (Siebert, 1988; Pahl, 1998).

It might be argued that these tools do stimulate
environmental engineering progress (Zimmermann
et al., 1996; Hemmelskamp, 1997). The environmen-
tally relevant innovations thus generated would then
need to be examined in each case as to whether they
do at the same time have a risk-reducing effect. For
instance, it is possible that they merely shift the pol-
lution pathway (Wegner, 1994).

The drawback of these tools with regard to un-
known risks is that they scarcely generate incentives
to produce ecological knowledge, as they cannot be
brought to bear directly upon unknown risks. If we
consider regulatory controls from this perspective,
we arrive at a similar assessment. Here, too, risk re-
sponsibility remains solely with the state, as regulato-
ry impositions generate no decentralized knowledge-
producing effects.

Liability law, in contrast, particularly in the form
of strict liability, can be assessed very positively in
terms of the production of ecological knowledge. A
company subject to a liability regime must balance
the expenditure for risk prevention measures and the
level of compensation payments that it must make if
environmental damage occurs. The benefit of liabili-
ty law is not to be seen primarily in the circumstance
that the risk generator can be forced to compensate
for damage that has occurred. The particular advan-
tage of this tool is rather that it arouses the own in-
terest of a company to engage in risk-reducing activ-
ities. The company has a financial incentive to ac-
quire information on the consequences of its envi-
ronmental interventions and thus to generate
ecological knowledge. As opposed to other tools,
these mechanisms of liability law, particularly when
instituted in the form of strict liability, are effective
even if risks are unknown (Findenegg and Karl, 1998;
Pahl, 1998). It has further been shown that strict lia-
bility can influence development risks and can bring
about a macro-economically efficient scale of re-
search activities (Shavell, 1987; Panther, 1992).

This positive assessment of liability law does how-
ever need to be qualified on some points. One is that
all too severe liability rules can greatly reduce inno-
vation incentives, because the previous public risk is
then converted completely into an individual risk
channeled to the individual company. Liability as-
signment in the form of strict liability thus reduces
the gains to be derived from the monopoly situation
that can emerge from a successful innovation. How-

ever, the willingness to take development risks de-
pends upon various factors, for instance upon the lev-
el and duration of temporary monopoly profits and
the prospects for reducing development risks
through research activities.We thus cannot speak in a
generic way of innovation incentives. When analyz-
ing the effects of liability law upon innovation incen-
tives, we must rather take into consideration both the
competitive environment and the options for dealing
with such risks that may arise (Findenegg and Karl,
1998).

A further point that needs to be considered with
respect to possible innovation-constraining effects of
liability approaches in risk policy is that the intro-
duction or tightening of an existing liability system
represents a redistribution of property rights by
means of political decision. The state then assumes
responsibility for any impairment of innovative ac-
tivities in a country – activities that it must watch
over in general and with regard to increasing inter-
national competition in particular, and all the more
so with respect to employment concerns. It is thus es-
sential when designing tools for unknown environ-
mental risks that the risk-reducing incentives of lia-
bility law are enabled to develop their strongest ef-
fect while at the same time avoiding any innovation
constraints.

One proposal aimed at mitigating the potential
jeopardy of industrial innovative capacity presented
by liability law is the introduction of a form of collec-
tive strict liability (Ladeur, 1995). This would make
other companies in the branch to which the innova-
tive company belongs participate in the innovation
risks. This might be justified by arguing that in the
event of damage occurring, experiential knowledge is
generated that can be utilized by all other companies
to further develop the technology in question. Here
it needs to be examined carefully which incentives
might proceed from such a regulation for companies
to take excessive risks since they would then no
longer be held solely responsible for the damage.

Despite the last objection, such an approach does
point in the right direction. Unrestricted strict liabil-
ity does indeed constrain innovation too much.
Nonetheless, strict liability should be the reference
framework for dealing with unknown risks. Such a li-
ability regime should then include mechanisms that
permit a relaxation of liability requirements for com-
panies that can furnish proof that their activities do
not pose any threat to human life and health (Box G
2.1-1). This would give a financial incentive to pro-
duce ecological knowledge. If, in contrast, the high
premium payments that insurance companies would
have to demand for such risks (insofar as they are in-
surable at all, which presents new questions if an-
swered in the negative) were to be publicly subsi-
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dized, then this would reduce the incentive to pre-
vent these risks. This could be avoided by using the
subsidy, not to reduce the premium, but, for instance,
to enhance the market returns realized through a
successful innovation. In both cases the income effect
for the innovator would be attenuated, but at the
same time a new form of subsidy would be created,
giving rise to new claims upon state support and serv-
ing as a foothold for further state intervention.

In all, too little attention has been devoted to such
institutional arrangements, so that we can state a
considerable need for research here. This is all the
more so if we consider that, as already indicated
above, liability law generates further effects upon
markets in addition to the effect upon the innovator
that we have described. Liability law increases the fi-
nancial risk associated with entrepreneurial deci-
sions. In this connection, insurance policies are an in-
stitutional solution that has evolved with the aim of
converting this individual uncertainty into security in

return for paying an insurance premium. Insurance
markets are thus viewed as the most important risk
balancing mechanisms besides stock markets (Sinn,
1986).

The prime point of interest here is not that insur-
ance arrangements permit the compensation of dam-
age caused by unknown risks. Indeed, on the con-
trary, gaps in knowledge concerning the level of dam-
age or the cause-effect relationships can in many cas-
es preclude insurance cover (Endres and Schwarze,
1992). The important aspect is that, on the basis of a
strict liability regime that also applies to damage
caused by presently unknown risks, it can be argued
that insurance companies are actors on the market
who have a professional interest in discovering un-
known risks and in disseminating this knowledge to
the generating companies in order to be able to enter
into possibly lucrative insurance contracts. We might
even conclude from the existence of numerous insur-
ance companies that strict liability stimulates a de-

Box G 2.1-1

The idea of environmental bonds

A particular problem of innovative activities is that they
cannot take recourse to empirical knowledge of risks and
opportunities gained in the past. Information can only be
generated through intensive research efforts. Therefore, a
balance needs to be sought between innovative activities
and research on the associated risks, i.e. the time resources
and intensity devoted to these activities should be appropri-
ate to each other (Zylicz, 1987). Environmental bonds can
help to achieve this.

The concept of environmental bonds was originally de-
veloped for chemical and waste policy (Mill, 1972, Solow,
1971).The payment of a fee was to cover the social costs that
would be incurred in the worst case, i.e. if wastes were dis-
posed of in the most environmentally harmful manner. If a
company disposes of the substances in an environmentally
sound way, a part of the fee is reimbursed. If the substances
can even be completely recycled, then the entire fee is re-
paid. This provides an incentive to recycle wastes wherever
possible. It also creates financial resources by which to com-
pensate for potential environmental damage through fund-
ing appropriate measures.

This basic idea can also be transferred to the manage-
ment of unknown risks. The proposal has been made that
every person whose activities involve interventions in na-
ture should deposit an environmental bond sufficient to
compensate for the maximum credible environmental dam-
age (Perrings, 1987, 1989). If this damage does not occur, the
deposit is reimbursed. The environmental bond system can
thus be viewed as a form of social insurance against envi-
ronmental risks.The system could further include incentives
to produce knowledge. If a company produces, through in-
tensified research efforts, the knowledge that the maximum
credible environmental damage cannot occur or not with the
originally assumed magnitude, it receives a part of or possi-
bly the entire deposit back. This creates financial incentives
to produce risk knowledge. This knowledge must moreover

be submitted to an authority for review. The process of
knowledge dissemination is thus also accelerated (Pahl,
1998).

Numerous points of criticism have been leveled against
this conception in the literature.An initial problem is that of
how to fix the deposit sum. In addition to the normal prob-
lems encountered when monetarizing environmental dam-
age, unknown environmental risks present the further prob-
lem of finding any kind of criterion for monetarization, as
there is no information on the potential extent of damage.
Assessments can thus only be based on assumptions. Fur-
thermore, companies would have to be subject to strict lia-
bility as a further security, in order to cover the event that
damage exceeds the originally assessed deposit sum. This
implies the loss of the insurance effect that the environmen-
tal bond initially had for an innovative company (Torsello
and Vercelli, 1994).A further problem put forward in the lit-
erature is that of the financing difficulties which a company
can experience if it is forced to deposit a very high sum be-
fore commencing innovative activities. For potentially glob-
ally relevant environmental damage, it is immediately clear
that this damage can easily exceed the entire company as-
sets. Innovations can thus be impeded that would have been
most beneficial ex post from a macroeconomic perspective
(Shogren et al., 1993). Particularly when considering global
environmental problems, we cannot fully share the opti-
mistic appraisal that insurance and bank markets will
emerge in response to such problems (Costanza and Per-
rings, 1990) that will help companies to finance the bonds.

The criticism notwithstanding, the idea of environmental
bonds is indeed an interesting tool and appears particularly
suited to dealing with unknown risks. It is used very little in
practice. One such example is provided by the ‘surface min-
ing bonds’ in Pennsylvania and West Virginia.These must be
paid by mining companies to cover the recultivation cost of
compensating for environmental damage resulting from the
surface mining of natural resources (Shogren et al., 1993).To
study the suitability of this risk policy tool in more depth,
further pilot projects should be initiated in order to evaluate
and possibly solve the relevant problems in practice (Torsel-
lo and Vercelli, 1994).
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centralized, competitive searching process for un-
known risks – a process whose efficiency is generally
superior to that of governmental attempts to discov-
er risks (Freemann and Kunreuther, 1997; Pahl,
1998). It is of interest in this connection that recent
studies have shown the German Environmental Lia-
bility Act to have generated a considerable preven-
tive effect through the necessity of taking out insur-
ance cover and thus initiating interaction between
the insured and their insurers (Schwarze, 1998).

The argumentative chain set out above is of course
in need of some qualification. If, for instance, a risk is
discovered which, due to the level of damage, is as-
sessed as uninsurable, the argument of the decentral-
ized competitive searching process among insurance
companies no longer applies.The option to deploy li-
ability law as a risk policy tool nonetheless remains if
risks are uninsurable. In such cases, liability ceilings
can be introduced, and the residual risk must then be
either accepted or covered by the state. The preven-
tive effect of liability law is not entirely removed
thereby, although it may not be as strong as if there
were no liability ceilings.

We may state in conclusion that, compared with
the other environmental policy tools (regulatory con-
trols, taxes and charges, tradeable permits) liability
law is most likely to target knowledge gaps, the char-
acteristic attribute of unknown risks. This is the only
tool, particularly when applied in the form of strict li-
ability, that creates incentives to produce ecological
knowledge at a decentralized level. This positive as-
sessment does however need to be qualified by stat-
ing that excessive regulation imposed not only on
perceptible but also on unknown hazards is in danger
of subjecting all societal leeway for innovation to
state restrictions (van den Daele, 1993).

Mechanisms therefore need to be introduced in
the body of statutory law which ensure that strict reg-
ulations can be relaxed if proof can be furnished that
an entrepreneurial activity is largely free of hazard.
This is also the line taken by the German Technology
Council (Rat für Forschung, Technologie und Inno-
vation) with regard to legislative approaches to ge-
netic engineering. In view of the indubitable uncer-
tainty of environmental risks that potentially result
from the application of genetic engineering, strict
regulations are initially requisite in order to do jus-
tice to the precautionary principle. However, in order
to avoid innovation barriers being placed upon this
opportunity-rich technology of the future, the Tech-
nology Council recommends adapting regulations to
the advancement of knowledge, i.e. either relaxing or,
if necessary, tightening standards (Der Rat für For-
schung,Technologie und Innovation, 1997).The Ger-
man Council of Environmental Advisors (SRU) sim-
ilarly considers that in many cases it is possible to

deregulate the provisions governing the release and
marketing of genetically modified plants if back-up
research and long-term environmental monitoring
succeed in generating appropriate risk knowledge.
Here it needs to be examined carefully whether this
process of knowledge generation should be carried
out – as suggested in the present section – at a de-
centralized level or rather by public research and
monitoring institutions (Section G 2.3). In any event,
stimulating the production of knowledge is a neces-
sary condition for creating a regulatory system that
does justice to the state of available knowledge. The
statutory bases that this requires largely remain to be
established (SRU, 1998).

G 2.1.2
The need for corporate environmental policy tools
to deal with unknown risks

It has been noted in Section G 1.1 that individuals
work within organizations and take risk-relevant de-
cisions there within the setting created by internal or-
ganizational rules. In this context, we must criticize
the environmental policy tools that dominate in prac-
tice, for both regulatory controls and economic in-
centive instruments (taxes and charges, tradeable
permits) give inadequate consideration to the com-
pany as an independent decision-making system. A
risk strategy oriented to the timely recognition of still
unknown risks therefore requires rules and tools
“that remain aware of decision-making processes in
companies, rather than viewing them simply as a
black box that produces emissions” (Führ, 1994).

Such approaches also do justice to the realization
that the advancing knowledge avalanche can scarce-
ly itself be controlled or influenced in a targeted
manner. It therefore becomes necessary to introduce
mechanisms to this process which ensure that high-
risk development trajectories are discontinued in
time. For this, it is indispensable to consider the in-
ternal decision-making structures of the risk genera-
tors – both in the analysis and then in the corre-
sponding risk policy measures.

This may be concretized here for the example of
an ‘Energy Tower’ (Zaslavsky, 1997). This proposal
suggests that towers of up to 1,200 m height and 40 m
diameter be built in coastal desert zones, in which the
hot ambient air is greatly cooled by the evaporation
of sea water.The resulting downdraft air would drive
turbines and generators for electricity production. If
such a tower could really yield some 4 billion kilo-
watt-hours per year at a price of approximately 3
cents/kilowatt-hour at a 5% discount rate (or ap-
proximately 5 cents at an 8% discount), then an en-
ergy source would have been found that is both eco-
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nomical and sustainable in terms of its inputs (air and
sea water). But are the risks manageable? These in-
clude the technological risks of such a gigantic struc-
ture, but also possible effects upon regional climate
or the risk of bacterial infections resulting from the
circulating and cooling water vapor. Once publicly
promoted research has made its contribution, the lia-
bility of the company that constructs or operates the
tower must serve to research these risks in more
depth.

The economic system functions on the basis of
scarcity, cost-benefit analyses and monetary logic.
Risks or environmental problems in general must
first be translated into the language of the system for
them to be integrated by the system and thus also by
companies as elements of this system, and imple-
mented adequately in decisions (Schneider, 1996).
This ‘translation effort’ has been performed in many
countries in the shape of environmental legislation –
at least in certain subsectors. In addition to these di-
rect state activities, environmental problems and
risks can also be made a part of corporate experience
through the channels of environmental awareness
and the environmental preferences in society.A pub-
licly accepted environmental pollution standard can
thus serve as a guidepost and point of departure for
corporate risk management (Wagner and Janzen,
1994; Wagner, 1991). Similarly, corporate environ-
mental management systems normally embrace the
notion of pollution prevention. Accordingly, corpo-
rate environmental management systems are focused
not only on managing present and thus known risks,
but also upon identifying unknown critical points and
risks (Wagner and Janzen, 1994).

It was in this context that the idea of using eco-au-
dits as an environmental policy tool emerged. Here
the basic idea is to assess and certify the environ-
mental and risk management performance of compa-
nies, in order that society at large is informed about
the priority given to environmental protection by the
company in question. On this basis, the environmen-
tal behavior of companies can be sanctioned, both
positively and negatively, by consumption decisions
or through business relationships.

The eco-audit was introduced as a formal tool at
the EU level in 1993. Numerous points of criticism
have been raised from the economic perspective
against the EU Eco-Audit and Management Scheme
(EMAS), so that EMAS has not developed great rel-
evance as an environmental policy tool. However, the
criticism is not leveled against the type of tool as
such, but against its concrete design (Box G 2.1-2).

Despite the criticism that EMAS has experienced,
the basic concept of this tool does at least show the
direction that needs to be taken to manage unknown
risks – namely to arouse the own interest of compa-

nies to engage in environmental protection efforts
and thus the creation of incentives for companies to
seek out and avoid these risks of their own accord.
The interesting proposal has even been made to
make the severity of impositions under environmen-
tal law, for instance liability law, dependent upon the
internal procedural environmental management
standard observed by a company, arguing that if stan-
dards are high it is justified for society to have a cer-
tain degree of confidence in that company’s innova-
tive activities (Ladeur, 1995).

Codes of behavior for occupational or profession-
al groups are a further strategy by which to create fa-
vorable framework conditions in industry for gener-
ating knowledge of unknown risks.These can height-
en the attention given by the individual ‘innovator’ in
a company to unknown environmental risks. Such
risk awareness could further be promoted by apply-
ing internal ‘rewards’ and ‘sanctions’. For instance,
the German association of chemical engineers has
developed a code of behavior especially for environ-
mental aspects, whose non-compliance can even lead
to expulsion from the association (GDCh, no year).

Information systems that organize known risks
into risk classes can offer guideposts or tools for se-
lecting low-risk strategies. As already indicated
above (Section G 1.1), a precondition to this is that
the still unknown risks can be assumed to be related
to classes of known risks. For toxic substances, for in-
stance, various classifications have been designed un-
der which substances can be rated according to their
hazard potential (e.g. Swiss toxics classes, water haz-
ard classes or various approaches to classifying car-
cinogenic substances; Kaiser et al., 1998). If newly de-
veloped substances are found to have a close relation
to known substances on the basis of their formation
and discovery history, a researcher receives a first in-
dication of the hazard potential of the new substance
currently being discovered. ‘New’ means here that
the substance has not yet been subjected to the for-
mal approval procedure (as opposed to the German
Act on Protection Against Hazardous Substances –
Chemikaliengesetz, ChemG). When searching for
new substances, particularly risk-prone classes of
substances can then either be left out of considera-
tion from the outset, or subjected to intensified risk
testing if they hold out particular opportunities.

It needs to be kept in mind when discussing ap-
proaches for generating knowledge on unknown
risks at decentralized levels that such strategies will
not suffice by themselves. They must be supplement-
ed by research carried out or funded by the public
sector where the anticipated results will largely have
the character of a public good (Section G 1). A sec-
ond point is that public sector intervention may be
necessary for risks that prove to be uninsurable (or
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insufficiently insurable), for instance due to their
long-term character (i.e. for classes of risk character-
ized by high persistency, such as Cyclops or Pythia).
Where this is the case, fund arrangements can be
used to cover potential damage (Section F 3), and

there must be open debate on the extent to which
residual risks are to be borne by individuals or by the
state as the price for innovation.

Box G 2.1-2 

Presentation and critique of the EU Eco-
Management and Audit Scheme (EMAS)

Environmental audits involve a systematic evaluation of
corporate environmental performance, generally concluded
with an external audit and the award of a certificate con-
firming compliance to a certain corporate environmental
management standard. Such audits can focus on compliance
with the provisions of environmental law, fulfillment of cor-
porate policy targets or the functioning of the corporate en-
vironmental management system itself (Sieler and Sekul,
1995; Wagner and Janzen, 1994).

Building upon initial experience from the USA and
among a number of European companies which had intro-
duced environmental audits on a voluntary basis, in 1993 the
European Union (EU) adopted its Regulation No. 1836/93
allowing voluntary participation by companies in the indus-
trial sector in a Community eco-management and audit
scheme (referred to in the following as EMAS, being short
for Eco-Management and Audit Scheme). The objective of
the scheme is to promote continuous improvements in the
environmental performance of industrial activities by (Art.
1 para 2):
• The establishment and implementation of environmen-

tal policies, programs and management systems by com-
panies, in relation to their sites;

• The systematic, objective and periodic evaluation of the 
performance of such elements;

• The provision of information on environmental perfor-
mance to the public.

The procedural steps required for participation in EMAS
can be distinguished according to four phases (Hemmels-
kamp and Neuser, 1994):
• Phase 1. At first, the company's environmental policy 

must be determined. This comprises the environmentally 
related overall goals and principles of action of a compa-
ny, established in accordance with the objectives of the
EMAS Regulation.

• Phase 2. Using a comprehensive catalog of criteria, the
environmental impacts of the site are ascertained. On the
basis of this internal environmental review, an environ-
mental program is subsequently elaborated, containing a
catalog of environmental protection measures and possi-
bly also a schedule. Moreover, an effective environmen-
tal management system needs to be introduced in this
phase.

• Phase 3. After concluding the planning period, an inter-
nal environmental audit is carried out. This environmen-
tal audit forms the basis for the preparation of an envi-
ronmental statement setting out the activities of the com-
pany and the environmental management at the specific
site. Data on pollutant emissions and resource consump-
tion must also be documented.

• Phase 4. Finally, the environmental statement is verified
by an accredited and independent external verifier with
respect to compliance with the requirements of the
EMAS Regulation. Upon positive validation of the envi-

ronmental statement, this can be submitted to the com
petent authority, which enters the site in the national list 
of sites.This listing entitles the company to exhibit an EU
eco-audit logo which can be used for advertising purpos-
es, but not for product advertising.

The approach of the eco-audit scheme is to promote envi-
ronmentally sound economic development and to improve
the availability to the public of information on environmen-
tally relevant corporate activities. Through the incentive of
the image gains offered by the environmental logo, it is
hoped to mobilize the voluntary commitment of companies
to corporate environmental protection and to providing in-
formation (Karl, 1992). In terms of dealing with unknown
risks, the eco-audit can be viewed as an environmental poli-
cy tool that has the capacity to generate knowledge on envi-
ronmentally related risks and opportunities in a timely man-
ner (Steger, 1995).

From an economic perspective, the standardization as-
pect of the eco-audit scheme is considered to be negative, as
it stresses the static character of the procedure (Maier-
Rigaud, 1993). The annex to the EMAS Regulation does
contain a number of lists of keywords intended to outline
good management practices. However, the vague character
of these organizational and institutional requirements illus-
trates clearly that efficient corporate environmental man-
agement systems cannot be prescribed by the state; rather,
they should be discovered by companies in the course of a
competitive searching process (Klemmer, 1990). The effi-
ciency-enhancing effect of such decentralized searching
processes is restricted by voluntary standardization, and all
the more so by state standards. Ultimately, there is a danger
that such centralist approaches stifle advances in environ-
mental performance (Karl, 1993). A further point of criti-
cism is that the auditing of complex issues such as those re-
lating to the environmentally sound operations of compa-
nies relies under EMAS primarily upon formal criteria
(such as compliance with statutory requirements) and thus
by no means provides a basis on which to evaluate the envi-
ronmental conformity of corporate activities (Klemmer and
Meuser, 1995).

These largely negative assessments of the EMAS Regu-
lation that are to be found in the economic literature need to
be set against experience to date with the implementation of
the Regulation through the German Eco-Audit Act
(Umwelt-Audit-Gesetz) of 1996. Here it has been found that
corporate environmental performance has indeed improved
in many cases (Hermanns, 1998). Nonetheless, many issues
remain unresolved. The pending amendment to the Regula-
tion shall offer an opportunity to address these. They con-
cern, for instance, whether to opt for auditing the overall
corporate organization or individual sites, whether to award
one or several environmental logos differentiated according
to service-sector and manufacturing companies, and moves
towards reducing the bureaucratic effort that is currently
necessary to participate in the audit system (SRU, 1998).
Therefore before carrying out any thoroughgoing evalua-
tion of the eco-audit scheme as an environmental policy tool
it must first be seen how the statutory framework develops
and what practical experience is gained in the future.
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G 2.2
Producing ecological knowledge through research:
Using syndrome analysis for the early recognition
of risks

In contrast to technological knowledge, ecological
knowledge generally has the special characteristic
that it refers to a public good – the environment.This
knowledge cannot be exploited on the market in the
way that the development of a new manufacturing
technology can. The production of such basic knowl-
edge remote from application interests, while pri-
marily driven by scientific interest, is gaining impor-
tance in the environmental policy realm, since it
serves as the scientific basis for such policies. As eco-
logical knowledge has the character of a public good,
the production of such knowledge is generally
viewed as a task of the state.

We have explained above that environmentally
relevant knowledge is often produced more efficient-
ly at a decentralized level than at the centralized lev-
el – and that this applies particularly to unknown
risks (Section G 2.1). Nonetheless, in addition to the
resultant recommendation to integrate the decen-
tralized level more closely in risk policy, it remains an
indispensable task of the state to create an appropri-
ate research landscape.The knowledge created in en-
vironmental research institutions operated or fi-
nanced by the public sector generally forms the basis
for decentralized research activities.

Public-sector production of risk knowledge is
made all the more important by the circumstance
that new risks often have the character of ‘experien-
tial risks’, meaning that the risk potential only be-
comes apparent in the course of time. Here the main
problem is to collect and channel dispersed risk
knowledge (Gawel, 1997). This task of bringing to-
gether dispersed risk knowledge will most probably
not be possible by means of market mechanisms and
is therefore presumably best transferred to state in-
stitutions.

The Council has already examined German re-
search on global change in a previous report
(WBGU, 1997a) and found that the prevailing break-
down of research structures along the lines of sectors
and disciplines is inappropriate to the issue, or in
need of supplement. As the phenomenon of global
change and the global environmental risks on which
interest consequently focuses are the outcome of
multilayered interactions between the ecosphere and
the anthroposphere, these cannot be analyzed within
the confines of individual sectors or from the per-
spective of only one discipline. Rather, it is essential
to consider complex interactions between processes
in the ecosphere and in the anthroposphere. To

achieve this objective, the Council has set new guide-
posts for global change research in the shape of its
syndrome approach.

Section E 4.2 has already discussed the fundamen-
tal importance and the positive contribution to the
analysis of global environmental risks that is offered
by syndrome analysis. The Council is confident that
implementing the syndrome approach in global
change research can furthermore make an important
contribution to an improved early recognition of
risks that are currently still unknown. Of course this
approach cannot guarantee that all unknown risks
are discovered. Due to the ubiquitous phenomenon
of uncertainty, this is impossible. Nonetheless, apply-
ing the syndrome approach can improve the proba-
bility of early recognition of risks, since for this task a
systemic approach is indispensable. To underscore
the benefits offered by the syndrome approach for
the early recognition of risks through research activ-
ities, we may put forward the following arguments:

Interdisciplinarity and transdisciplinarity
in research
Specialization is a necessary but certainly not suffi-
cient condition for successful early recognition of
risks. Due to the complex cause-effect relationships
that ultimately determine a global risk, efforts must
center not on isolating phenomena but on construct-
ing these relationships (Weber, 1988). Analysis from
one single scientific perspective alone does not suf-
fice.

This is exemplified by the debate on the proper
way to deal with genetic engineering. Biologists can
research the risks of deliberate release experiments
and can provide the information basis on which to
take political decisions concerning ways to deal with
this technology. Ultimately, however, recommenda-
tions for managing genetic engineering can only be
formulated if the risks associated with genetic engi-
neering applications are not treated purely as tech-
nological risks but are also understood as risks of so-
ciety.An improved understanding will not be yielded
by the isolated study of this technology, but only
through an analysis of the societal setting and trends
within which the development and application of ge-
netic engineering are embedded. This requires spe-
cialized knowledge in both the natural and social sci-
ences. Syndrome analysis is an approach that applies
these two realms of knowledge in combination. Such
a combination of natural and social science knowl-
edge gains particular relevance if we accept that
knowledge on environmental risks cannot be neutral
and objective knowledge, but is always determined
by the cultures and norms of a society (Irwin, 1997).

Syndrome analysis, with its interdisciplinary and
transdisciplinary approach, creates the preconditions
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for recognizing the complexity of cause-effect rela-
tionships and thus ascertaining which trends may
generate risk potentials.

Modeling syndromes
The presentation of syndromes in the global network
of interrelations provides an illustration of the com-
plex cause-effect relationships that characterize
global environmental problems and risks. Beyond
this, such a presentation further provides the basis
from which to model syndrome developments. Such
qualitative modeling has the potential to capture fu-
ture developments and thus to enhance the ability to
diagnose and forecast potential environmental risks.
However, the present state of research in this field
does not yet suffice to utilize this early recognition
potential of the syndrome approach comprehensive-
ly in practice. In the interests of discovering unknown
risks, the Council recommends that this research
deficit be removed as soon as possible.

G 2.3
Asymmetrically distributed risk knowledge as a
problem of rational risk policy

The above discussion has concentrated on the gener-
ation of knowledge about unknown risks. However,
we have argued previously (Section G 1) that, while
such knowledge is often present and risks are not en-
tirely unknown, this knowledge is not made available
regularly to the affected parties and to the state that
represents them. We are thus dealing with asymmet-
rically distributed risk knowledge – by no means a
rare or unusual problem. Such a distribution of
knowledge seems to be a ubiquitous phenomenon
that needs to be kept in mind in numerous areas of
risk policy. It is therefore of fundamental importance
to both regulatory and risk policy to create institu-
tions for disseminating risk knowledge. This phe-
nomenon is particularly important to risks in innova-
tive areas where many risks are still really unknown
and knowledge elements already available are all the
more important. If these elements were generally
known, they could be used elsewhere to discover still
unknown risks because there are often substantive
connections between different risk phenomena, as il-
lustrated by hazard classes for chemicals.

Regardless of whether we are dealing with global
or national risks, we can basically distinguish two de-
centralized loci where risk knowledge can reside:
1. Scientific research institutions, and
2. Decentralized decision-makers, particularly com-

panies.
The first case should not be too problematic, for re-
search institutions are generally funded publicly in

order to provide, among other things, risk knowledge
for political decisions. Improved knowledge dissemi-
nation is possible in public research, too. However,
the following discussion concentrates particularly
upon the second case. This is a significant problem
because in most cases companies have no incentive
to disclose risk knowledge. If decentralized knowl-
edge is available, then it will reside with companies
which carry out environmental interventions and
have identified the risk relevance of their activities
through internal tests and audits. If they behave ra-
tionally, such companies will withhold this informa-
tion, for if they disclose it they must fear that politi-
cal decision-makers will react to the new knowledge
and possibly impose stricter regulatory controls upon
the company.Additional regulatory controls general-
ly mean financial losses for the company. In sum,
there is thus a strong incentive to withhold risk infor-
mation.

Under a strong liability law regime, the company
will utilize its knowledge to take corresponding pre-
cautions out of its own interest. However, as already
noted repeatedly in this report, important precondi-
tions for the applicability of liability law are often ab-
sent. If risk policy has set itself the goal of making
greater use of decentralized knowledge, it is neces-
sary to give financial incentives to pass on this knowl-
edge. One conceivable strategy would be to give
companies which disseminate risk knowledge a form
of risk discovery premium in the shape of a subsidy,
which would also serve to compensate them for the
losses incurred through subsequent regulation. Buy-
ing the information rent from companies in this man-
ner would only be expedient for risk-relevant activi-
ties that are carried out by a large number of compa-
nies. If a company is the sole producer of a specific
risk, the absurd incentive would result in e.g. chemi-
cals policy to find new, hazardous substances and to
receive a premium for passing on knowledge about
the toxicity of this substance. Given the nascent re-
search and the lack of experience in practice, the
prospects for finding an arrangement that differenti-
ates between these two cases of company- and
branch-specific activity are not good at present.

Improved risk communication (e.g. social dis-
course, mediation) involving all segments of society
in the risk debate is a further strategy (Section F 8).
From the perspective of companies disclosing risks, it
is decisive that they receive an opportunity in such a
communication strategy to point out opportunities at
the same time. For the capacity for entrepreneurial
innovation, and thus also the entire societal potential
for sustainable development, it is crucial that despite
limited risk knowledge companies retain sufficient
scope for action to undertake innovative activities
and to furnish step-by-step proof of the harmlessness
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or manageability of risks associated with innovation
activities. Such a climate is most likely to produce in-
centives to disseminate risk information. Moreover,
recent studies have shown that a constructive dialog
among affected parties can make use of considerable
leeway for innovation within the existing statutory
framework without jeopardizing human health or
the environment (Staudt et al., 1997). Such an ap-
proach would do justice to the proposition that
where knowledge is incomplete risk management
can only proceed through an experimental, coopera-
tive and interactive approach that relies on self-au-
diting (de Geus, 1992; Ladeur, 1995).

It would need to be examined to what extent envi-
ronmental impact assessment (EIA) can contribute
to this. The German EIA Act, for instance, explicitly
provides for public involvement. Furthermore, scop-
ing is limited under the Act to those environmental
effects that are rated as being most relevant. The Act
thus recognizes that not all risk factors can be scruti-
nized, for such scrutiny would create a considerable
negative incentive for innovative activities (Eber-
hardt, 1992; Ladeur, 1994).

The above discussion has been concerned with
ways to stimulate knowledge dissemination at the na-
tional level. Completely new problems emerge when
we extend the analysis to the global level. Here na-
tional governments operate as actors in global envi-
ronmental policy, and it would need to be examined
in each individual case how interests are structured.
Such politico-economic considerations play a role in
all global environmental problems. As they are not
immediately relevant to the core problem here,
namely how to deal with unknown risks, they shall
not be examined further. Rather, it is assumed that
governments will place risks on the political agenda
at the global level, too, if they have gained the corre-
sponding knowledge.

Knowledge dissemination at the global level can
be promoted by interdisciplinary networks of scien-
tists. It became clear when the ozone hole was dis-
covered how important such a worldwide research
network can be. The existence of a monitoring pro-
gram was an important precondition to this discov-
ery. The rapid interpretation of the cause-effect rela-
tionships succeeded because of the worldwide avail-
ability of a stock of knowledge about processes in at-
mospheric chemistry and meteorology. This
confluence of knowledge also facilitated the explana-
tion of the rising incidence of malignant forms of skin
cancer and the elaboration of protective measures
(ProClim, 1997).



G 3The importance of cognitive, motivational and social factors for

dealing with unknown risks

The development and deployment of technologies
and substances (nuclear power, chemical products,
genetic engineering) or the introduction of new pat-
terns of behavior (global mobility and networking,
novel dietary habits, risky sports such as bungee
jumping) represent a quest for new technological op-
tions or new ways of life that hold out the promise of
economic gain or escape from scarcity, or also novel
experiences, enjoyment and forms of structuring or
handling one’s life. New opportunities are sought and
utilities expected. In this quest, risks are taken.These
risks can be known, but can also be quite new, for
which no knowledge whatsoever is available; the lat-
ter must then be counted as belonging to the Pythia
class of risk. For such constellations, it is essential to
promote the production of knowledge, but also to
promote further forms of risk awareness, such as atti-
tudes, communication structures and processes. In
addition to necessary incentives to produce and dis-
seminate relevant knowledge by which to prevent or
handle risks generated by the state, the market, cor-
porate organizations or a variety of societal condi-
tions (Section G 2), further processes also need to be
taken into consideration. Precisely these, however,
may impede knowledge production and utilization.
‘Risk traps’ may emerge, ensnaring individuals and
societies and often generating unintended high-risk
situations.These forms of risk are termed traps in the
social sciences because they have something of the
main characteristics of all traps: firstly, they generally
contain an enticement (bait), i.e. an assumed advan-
tage of entering the trap; secondly, a small touch may
make them snap and become an inescapable situa-
tion. To avoid them, it is essential to know them and
to handle them extremely carefully. Such traps are
generated by our thinking habits (cognitive risk
traps), motivational constellations (motivational risk
traps) and social constellations (social risk traps).

G 3.1
Cognitive risk traps

The development or deployment of technologies is
often analyzed in terms of action in complex, net-
worked, dynamic and occasionally obscure situa-
tions. Errors can lead to catastrophic effects, as ex-
emplified eloquently by Bophal, Exxon Valdez or
Chernobyl. Many of these and other technological
disasters were considered to be almost impossible
before they happened. Even afterwards, it continues
to be maintained that such misfortune does not real-
ly happen and can be explained by the inadequate
safety systems and operator errors in a special situa-
tion, but is, the argument goes, by no means a gener-
al characteristic of complex situations. There are
however various indications that these errors are
fundamental in nature and cannot be compensated
for solely by generating more knowledge and operat-
ing safety.

Beyond specific risk research, valuable contribu-
tions can be provided by the study of complex system
control (Dörner, 1989), the conditions of human fail-
ure (Reason, 1994) and workplace safety and health
protection (Wenninger and Hoyos, 1996).These need
to be applied to global environmental problems, in
particular to still ‘unknown ozone holes’.

G 3.1.1
Blunders and lapses

If we view errors as the outcome of cognitive activi-
ty, it is purposeful to distinguish between unintended
blunders and lapses as the consequences of certain
cognitive strategies and forms of behavior (Reason,
1994). For ‘blunders and lapses’, it is comparatively
simple to develop precautionary measures.

‘Blunders and lapses’ are errors that are relatively
superficial and often easy to notice. They take place
while carrying out a usually routine sequence of ac-
tions. Blunders include slips of tongue, slips of pen,
slip-ups in general. Lapses are usually slips of memo-
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ry, not necessarily apparent and often only noticed by
the person who commits them (e.g. when a person
forgets something). These types of error can quite
well be relevant to catastrophes when something is
forgotten – to activate a safety system when dealing
with highly toxic substances (in genetic engineering
laboratories) or to close certain valves (in nuclear
power plants). This is generically termed human fail-
ure. Such errors are most frequently caused by dis-
turbances in attention due to interruptions of an ac-
tivity, distraction or stress (Reason, 1994).

The development of new technologies or sub-
stances partially takes recourse to known processes
for which empirical data are already available for the
most frequent or most severe implementational er-
rors. These errors can be avoided by means of stan-
dardized checks, e.g. checklists enabling efficient self-
monitoring or regular external safety checks. Care
needs to be taken that the creation of the necessary
framework conditions is not neglected in favor of
other priorities.

G 3.1.2
Errors

In contrast to routine operations, the management of
complex systems is characterized by planned and de-
liberate action. Here, as opposed to blunders and
lapses that take place ‘unintentionally’, errors are the
outcome of conscious, active thought processes that
have been based upon false assumptions, false con-
clusions, false linkages etc. Errors caused by a false
plan or inadequate deliberation are far harder to dis-
cover and prevent than blunders or lapses. Complex
and dynamic systems show a particular tendency to
deliver no direct feedback for errors. Latent errors
can thus remain completely unnoticed over long pe-
riods, only becoming apparent through dramatic de-
velopments that then may no longer be stoppable.
Through the interdependence of the various compo-
nents, completely unexpected side-effects and conse-
quences can occur. It is often not known which com-
ponents change according to which rules. It is gener-
ally impossible to have complete knowledge of the
functioning of the system. A series of cognitive fac-
tors make it particularly hard for humans to deal with
complex systems (Dörner, 1993).

Monocausal linear thinking
As we are used to thinking monocausally, not least
due to schooling that is one-sided in this respect, i.e.
assuming one cause for one effect, we easily fall into
a cognitive trap.The quest for the one cause obscures
the possibility of several other causes for an event,
and the one that we seek, if it exists at all, need not be

the decisive one. Moreover, the often frustrating
search for a certain cause stands in the way of an un-
derstanding of the complex of potential side-effects
and consequences.

Reduction of hypotheses
In the quest for certainty, people are often unwilling
to discard a hypothesis once it has been set up. This
often has ‘economic’ reasons, as effort and energy
have been invested and people are averse to seeing
this going to waste. In order to support a preferred
hypothesis, one will tend to select such information
that confirms the hypothesis, while contradictory in-
formation will tend to be overlooked or underval-
ued. Particularly in situations where problems need
to be solved under time pressure, too little of the flex-
ibility required for creative solutions may remain.

Isolation of issues 
A danger closely related to the tendency to concen-
trate upon a single hypothesis is that of isolating the
issue. This is all the greater the more sub-issues
emerge in a novel and complex system – which is
what, in principle, a still unknown, potentially global
environmental problem represents. In order to re-
duce the associated uncertainty, attention concen-
trates upon a preferred problem that continues to be
demanding enough but permits the experience of
success. ‘Side issues’ that may quite well emerge later
as ‘prime issues’ are overlooked.

Overgeneralization of rules
A further cognitive trap emerges when, given suspi-
cion or clear indications of an error, an attempt is ini-
tially made to find analogies to problems that have
occurred in the past.Already known problem-solving
strategies are preferred and applied where at all pos-
sible. Setting up these analogies can be erroneous per
se, as this greatly constrains the search for and also
the perception of indications of error that would re-
quire other rules. Once identified, rules are general-
ized, but may not be appropriate to new constella-
tions.

Invulnerability fallacy
The development and deployment of potentially
risk-prone technologies and modes of behavior is as-
sociated generally, although not always contempora-
neously (‘first an accident must happen’), with the
development of safety precautions. Such safety mea-
sures are often viewed as being absolutely reliable
and sufficient to meet all contingencies. This view
overlooks the circumstance that complex safety sys-
tems are frequently prone to error, or are fundamen-
tally incapable of achieving their objective when un-
expected events occur (such as the most sophisticat-
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ed protective mechanisms in laboratories that can be
rendered useless by ‘a small accident’).

In addition to the cognitive traps, the list of which
is not exhaustive, that have crystallized in studies of
complex problem-solving situations, there are fur-
ther strategies already described above in Section E
1.2. These include cognitive heuristics which operate
as a bias in the perception and evaluation of prob-
lems. In view of the difficulties that emerge when
dealing with complex systems, it cannot be expected
that errors or unforeseen events can be prevented
entirely, even through the best possible accumulation
of knowledge (Reason, 1994). Nonetheless, informa-
tion on the existence and modes of effect of such
‘cognitive economies’ and on the existence of entic-
ing but precarious traps often helps to promote de-
liberate preventive measures. Beyond raising the
awareness of individuals, communication among the
various parties involved must be made mandatory. In
addition, inspection and test operations involving
various internal and external actors (e.g. in-house
monitoring, external auditing by technical standards
authorities) should be made transparent in order that
deviations from defined safety plans can be recog-
nized rapidly.

The goal must be to keep the consequences that
can result from errors as small as possible.Where this
appears impossible, the option of discontinuing a re-
search project or technology must also be consid-
ered.

G 3.2
Motivational risk traps

The production or utilization of knowledge is not al-
ways an entirely rational process. In addition to
achieving a concrete target, goals of a more individ-
ual nature, such as getting ‘finished’ soon, being suc-
cessful or becoming famous also play a role. Such ac-
tion goals can be dangerous if they are so emotional-
ly charged that it is scarcely possible to pause for
thought.

Social dilemmas
Individuals and groups are often in situations in
which a choice must be made between an immedi-
ately tangible gain, utility or success and a less certain
but all the greater later utility. Often the decision is
taken in favor of the former; for immediate satisfac-
tion of needs is more attractive than the mere
prospect of later, if albeit greater utility. Present gain
or pleasure is even preferred if later costs must be ex-
pected (‘enjoy now, pay later’).

This individual dilemma becomes a social one if
the orientation to the (short-term) gain of the indi-

vidual or group means neglecting or tolerating (long-
term) costs for the social community or the environ-
ment. This is the central characteristic of commons
dilemma problems, which can be understood as so-
cio-ecological dilemmas or ‘social traps’ (Platt, 1973).
Here priority is given to pursuing egoistic interests
and short-term gains (e.g. through exploitation of a
resource) for an individual, group or nation, realized
at the cost of the long-term, justified interests of the
social community. The spatial, temporal and social
proximity between those who profit and the victims
can vary; for instance, it is above all following gener-
ations that will have to suffer under the damage
caused by polluting soil, water and air.

One form of individual profit maximization is the
empirically confirmed tendency for success to be in-
dividualized, i.e. attributed to one’s own capabilities
and efforts, but to socialize failure or damage and the
associated costs, i.e. to impose them upon society.
There is a tendency for success to be attributed inter-
nally, but costs to be externalized. One wishes to win
fame for oneself, but to make others responsible and
liable for any failures.

The illusion of invulnerability already described
above as a cognitive trap can also be characterized as
a motivational problem. As health research findings
demonstrate, people who expose themselves to risky
situations or lifestyles (motorcycling, smoking) or ex-
pect a certain disease will lean towards unrealistic
optimism in their expectation of damage (‘I’ll be all
right, but others may well suffer harm’). For the indi-
vidual, this egocentric view has the function of main-
taining his or her self-esteem and protecting it
against injury, and thus preserving that individual’s
belief in his or her own competence and capacity to
act in difficult situations. This often leads to an over-
estimation of that individual’s own capabilities and
capacity to control those situations (self-serving
bias).This can become a trap, particularly when deal-
ing with Pythia-type situations that are still unclear.

When dealing with still unknown risks, conflicts
between disparate values are always preprogram-
med. These are quite likely to have emotional ex-
pressions, too. The recent referendum in Switzerland
on whether to pursue genetic engineering or not was
clouded by two emotions, namely fear of the future
on the one side and naive faith in progress on the oth-
er; one component of the latter is the fear of losing
the scientific and technological race of the nations.

Thrills and challenges
Difficult situations are by no means always experi-
enced as stress that one wishes to bring to an end.The
tendency to avoid such situations competes with the
thrill of the new, exciting, uncertain. This has been
confirmed repeatedly by studies on the conflict be-
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tween approach and avoidance tendencies and re-
search on the desire for sensation (Zuckerman, 1979;
Schneider and Rheinberg, 1996). Tasks that are high-
ly challenging but nonetheless hold out a prospect of
repeated emotional experience of success exert a
particular attraction and are experienced as a posi-
tive challenge (the ‘explorer thrill’). Pursuing a re-
search idea at all costs with its alternation between
the production and release of tension, the fear of fail-
ure and the triumph in success can be associated, in
much the same way as, for instance, the thrill of
speeding and risky driving can be, with a flow of ex-
periences during which thoughts of dangers, acci-
dents and damage are suppressed far into the back-
ground.

G 3.3
Social risk traps

Research and development efforts that harbor new
potential hazards normally do not take place in the
ivory tower of a sole scientist, but in a research team
or company, i.e. in a social context. Thus recognizing
and evaluating possible hazards, willingness to accept
and pass on risk knowledge and also behavior in
risky situations is not only a question of individual
competencies and motivational tendencies. It is also
subject to the influence of group processes. These
need not, but can become social traps, as they are as-
sociated with a rising incidence of risky decisions that
can have catastrophic consequences.

The phenomena of ‘groupthink’ and ‘risky shift’
are well established in the literature. These result
from processes of social comparison and influence in
groups and ultimately lead to less good – or more
risky – decisions that are more detrimental to safety
than an individual person would have taken. Such
phenomena have been described repeatedly (e.g.
1961 Bay of Pigs invasion, 1962 Cuba crisis, 1985
Challenger accident).Analyses of the Chernobyl dis-
aster (Dörner, 1989; Reason, 1994) have shown that
the staff involved were willing to take a continuously
growing risk in the way they operated the system,
which finally had catastrophic effects.

Such developments can be explained as a conse-
quence of ‘groupthink’ (Janis, 1972), which results
when discussions in cohesive groups (i.e. with group
members who are well known to each other) strives
for consensus or unanimity. It then occurs that
• Objectives are no longer debated in sufficient

depth,
• Concerns of individual members are ignored or

rationalized away, or are adapted to the majority
opinion through pressure to conform,

• Only few alternative options for action are consid-

ered,
• Earlier (accepted or rejected) proposals are not

taken up again,
• External advice is either not sought or is only

processed selectively, and
• An illusion of invulnerability (‘we are strong’)

arises.
In such situations, which are further exacerbated by
time pressure or other stress factors, ‘risky shift’ reg-
ularly occurs. However, ‘cautious risks’ have also
been observed. Both types of shift can be explained
as group polarization processes in which the initially
prevailing tendency (towards risk or towards cau-
tion) is amplified. Techniques have been developed
to counter the effects of groupthink and risky shift.
These aim to identify problems and objectives pre-
cisely, to record the proposals of individual members
in written form and to permit individual deviating
evaluations.

G 3.4
Conclusions

• Already available standard inspection and testing
procedures to avoid erroneous behavior in routine
tasks must be given necessary priority, and their
use monitored.

• People working in risk-prone environments
should be trained in handling complex systems.
Although this will not necessarily prevent the
traps described above, staff will be sensitized as to
the effects of these traps.

• In order to improve awareness of possible side-ef-
fects or consequences, the supervision of trained
teams should become the rule. In ‘reflecting ses-
sions’, error hypotheses are established and test-
ed.An error-tolerant climate in the organization is
a precondition to debating possible errors. Those
who point out deviations, admit their own errors
or focus on safety problems must not be branded
as inadequate personalities or even punished.
Blunders and errors must be understood as a nor-
mal part of activities, to which great attention
needs to be given. Errors can then be exploited as
an important learning basis for the further devel-
opment of approaches and monitoring proce-
dures.

• ‘Safety circles’ should involve all staff, in order to
make use of risk- or safety-specific experience and
knowledge, to mutually stimulate the search for
problems and their solutions and, finally, to ensure
improved acceptance of proposed solutions.

• Training should be carried out to create an aware-
ness of all three types of risk trap – cognitive, mo-
tivational and social.



283Conclusions G 3.4

• Computer-based simulations of complex situa-
tions make it possible to train people in ways to
handle these. Simulations must be designed specif-
ically for the target group, so that they reflect the
real operational field as closely as possible. How-
ever, it lies in the nature of unforeseen events that
each is different and is unique in its combination
of responsible causes. The requirement thus re-
mains to react to contingencies flexibly and differ-
ently than previously trained in simulated situa-
tions.



G 4 Preventive risk management under uncertainty

By definition, risks are associated with some degree
of uncertainty. This can range from slight inaccura-
cies in predictions through to fundamental indeter-
minacy of prime processes (Section C 1.2).When new
products, technologies or structures are introduced
rapidly, this creates particular difficulties, as it can en-
gender scarcely manageable hazards in a yet hazy fu-
ture.The problem is further exacerbated where com-
plex cause-effect relationships prevail, as is generally
the case in environmental systems. The pivotal ques-
tion for preventive risk management is thus: are
there principles for designing the societal innovation
processes that assist in preventing the very emer-
gence of unpredictable ecological risks, thus remov-
ing the need for reactive management?

A trivial response to this question would be to
cease all human interventions in nature. This is nei-
ther desirable nor feasible.We must therefore find in-
telligent strategies that help to prevent anthro-
pogenic environmental risks without profoundly im-
peding socio-economic development opportunities.

G 4.1 
Unavoidable knowledge gaps

There are a variety of reasons for gaps in knowledge
of the risks possibly associated with new or existing
technologies and systems. Ignorance can be imma-
nent, i.e. determined by the character of the system
under consideration. Complex, nonlinear systems
thus have fundamental limits of predictability (Sec-
tion E 4.1). Environmental systems always count
among these, particularly with regard to their hu-
man-environment interactions.A further reason why
societies must always live with knowledge gaps is that
their members and their science have only limited ca-
pabilities to predict or forecast possible hazards.This
is a matter both of the limits of science itself – such as
limited computational capacity for climate modeling
– and of the psychological ‘traps’ that can prevent
people from perceiving risks (Section G 3).

The present discussion is concerned with the
strategies that can be taken to preclude undesirable

risks as far as possible, despite these knowledge gaps.
We might say that the issue here is one of preventing
new ozone holes without discovering them (Section
G 1).

The case of the ozone hole can provide valuable
indications here. The substances responsible for the
depletion of the ozone layer (CFCs, H-CFCs and
halons) were used on such a large scale because they
are non-flammable and non-toxic. It was not before
1975 that first warnings of an ozone-depleting effect
were sounded and substantiated by preliminary
analyses (Rowland and Molina, 1975). During that
phase, the risks of ozone depletion caused by CFCs
and other substances could have been assigned to the
Pythia class of risk. Coming from a state of ignorance
about a possible problem (impacts of CFCs upon
stratospheric ozone), improvements in knowledge
revealed the outlines of a risk, whose probability and
extent of damage were not yet quantitatively es-
timable. The ozone hole observed yearly during the
Antarctic spring and the improved scientific under-
standing of its formation finally led to growing cer-
tainty, so that the risk is now also quantitatively es-
timable.

From the prevention perspective, the decisive
question is whether it might not have been possible
to already warn of the ozone hole when CFCs were
being developed. Of course we cannot expect that
science would have developed the explanatory mod-
els that have led to the present understanding of
stratospheric processes without the incentive deliv-
ered by the observations. Nonetheless, the high levels
of ubiquity and persistency attaching to this technol-
ogy should indeed have raised the question of
whether the broad use of this class of substances was
justified without more intensive prospective technol-
ogy appraisal and assessment. Such preventive tech-
nology assessment on the basis of general criteria is
thus distinct from the commonly applied problem-in-
duced technology assessment procedures (Ewen et
al., 1998).

The case of the ozone hole further illustrates that
it is crucial in ‘prospective technology assessment’ to
keep in mind all relevant system levels – from toxic
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effects upon cells through to effects upon the global
environmental system – of both the natural system
and the intervening system (i.e. the technology and
its framework conditions). Indeed, the immediate
impacts of CFCs upon the biosphere pose no hazard.
It is when we look at the entire Earth System, includ-
ing the atmosphere, that considerable damage poten-
tials become apparent.

G 4.2
Structure of the environmental effects of
anthropogenic systems

In the following, we shall first briefly outline the
structure of the issue at hand (Fig. G 4.2-1).

Risks can result in two ways from the intervention
of an anthropogenic system (agent) in an ecological
system (reagent) and incomplete knowledge of the
cause-effect pathways of both systems and their in-
teractions – first as a direct consequence of this in-
tervention, and second as an outcome of interactions
between the two systems or within the systems. Af-
fected systems can be individual organisms or entire
ecosystems, but also human societies or a national
economy. Intervening systems can be individual peo-
ple, human societies or technologies. Many systems
can contain both intervening and affected elements.
Nonetheless, the distinction between intervening and
affected systems is important from the perspective of
risk management, as risk prevention or reduction
strategies can differ accordingly.

There is a ‘cognitive barrier’ between intervening
and affected systems that generally cannot be avoid-

ed entirely. This barrier symbolizes knowledge gaps
or even ignorance of the precise cause-effect mecha-
nisms and thus of the possible consequence of an in-
tervention.

Knowledge gaps can emerge because either the af-
fected or the intervening system is not sufficiently
known or calculable. They may also emerge because
the effects of the intervening system upon the affect-
ed system are known or calculable to only a limited
extent or not at all. This type of knowledge gap may
also concern possible feedback between the systems.
A further source of knowledge gaps can be found in
psychological, motivational or social ‘risk traps’ that
prevent people from gaining knowledge that would
in principle be accessible (Section G 3).

For both the individual systems and for the inter-
actions between intervening and affected systems, a
hierarchy of system levels needs to be taken into con-
sideration (Ewen et al., 1998):
1. The level of the individual substance, facility or or-

ganism. It is to this level of affected and interven-
ing systems that the traditional instruments of
technology assessment and of (technological) risk
management often refer.

2. The level of the technological or natural system. As
an example of an affected system, we shall discuss
here the global climate system, upon which the en-
ergy industry impacts as an intervening system.
The energy industry comprises both the technolo-
gies selected and the associated infrastructure, and
also the political and economic framework condi-
tions. It can indirectly become an affected system
itself, for instance through feedback from climatic
change, or through the interventions of other sys-
tems that may impact upon the political or eco-
nomic framework conditions.

3. The level of society or of nature as a whole. Here it
is a matter of analyzing the interactions between
various pairs of intervening and affected systems
in order to appraise possible outcomes with due
regard to these interactions; to what extent are
control equilibria or energy and materials cycles
affected? This is exemplified by the interactions
between the climate system and the biosphere.

For a prospective assessment of the undesirable con-
sequences of a technology, it does not suffice to ex-
amine system elements in isolation from each other.
For instance, to assess the consequences of energy
technologies upon the climate system, it will not suf-
fice to assess the emissions or possible accidents of
individual power plants. Nor will it be enough to
merely compare individual plants (such as a coal-
fired with a nuclear plant; first level). To understand
and anticipate possible negative impacts upon the cli-
mate system, it is essential to analyze and evaluate
both the global climate system and the entire energy

Agent

Cognitive barrier

Proactive risk management

Reagent

Figure G 4.2-1
Structure of the state of 'causal ignorance', which calls for
preventive strategies. Here an anthropogenic agent operates
which, via environmental processes, has the potential to
damage a reagent of civilizational importance. The cause and
effect, however, are separated by a cognitive barrier that is
generally not statistical, but fundamental in nature. Proactive
risk management can impact upon all three structural
elements.
Source: WBGU
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system, including its organizational, economic and le-
gal framework conditions (second level). Finally, the
assessment of an energy system requires study of the
interactions between the climate system and the
biosphere, or between energy supply and other inter-
ests worthy of protection, such as ‘democracy’ or
‘food security’ (third level: interactions between to-
talities).

In view of this complexity, it is clear that even
when routinely implementing a technology (which
emerged at a certain point in time through an innov-
ative process) knowledge gaps must be expected re-
garding the complex interactions within and among
system levels. This is once again exemplified by
ozone-depleting substances, whose hazards only be-
came apparent when their interactions with the
Earth’s atmosphere were considered. A further ex-
ample is given by the utilization of fossil fuels, whose
impacts upon the climate system need to be assessed
quite differently from their local effects.

The risks associated with individual facilities are
often the result of undesired side effects that can be
prevented or reduced without dispensing with the
desired main effect. For instance, pollutant emissions
or the accident frequency of a facility for manufac-
turing chlorine products can be reduced considerably
by means of technological risk management without
dispensing with their production entirely (Hartwig,
1998; Box G 4.2-1). However, this only addresses the
first level risks of the individual facility and its imme-
diate environment.

It is however characteristic of global environmen-
tal problems that the problematic interactions at
higher system levels (such as between energy supply
and the climate system) result precisely from the de-
sired effects of the intervening system. In our exam-
ple of the energy industry, this is the supply of energy
through the combustion of fossil fuels, with the un-
avoidable release of carbon dioxide. The carbon
dioxide intervenes in the climate system as a radia-
tively active gas, leading to global warming and to
spatial and temporal shifts in climate patterns (Sec-
tion D 6). It is precisely the intentional, ‘normal’ uti-
lization of intervening systems that can have undesir-
able consequences at a different system level
(Hartwig, 1998). This frequently results from accu-
mulation effects or synergisms emanating from
known technologies, whose extent was not or could
not be predicted (Section G 1).

If we now apply the typology of risk developed in
the present report (Section C), then we find that the
above cases generally involve risks of the Pandora or
Pythia classes. Timely recognition of the underlying
class of risk can provide indications for possible
strategies by which to deal with unknown risks (Sec-
tion H 2.1).

Accumulation risks often pose no hazard to indi-
vidual organisms and are therefore initially over-
looked or underestimated because higher system lev-
els were not taken into consideration in the assess-
ment process. Moreover, such risks typically escape
the imposition of complete liability regimes. It is
therefore essential here to develop preventive risk
reduction strategies.

The risk R can be expressed in a generalized man-
ner as

R = P • E      ,

where P ∈ {0.1} is the probability of occurrence of the
event causing damage and E > 0 is the extent of dam-
age (Section C). Preventive risk management must
either aim to reduce ex ante P and E without actual
knowledge (agent-reagent management) or to define
these factors more precisely by means of overcoming
the cognitive barrier (knowledge production) with
due regard to the unavoidable ‘risk traps’ (Section G
3). Furthermore, compound strategies are possible
that combine all of these elements. The available op-
tions are discussed in the following. Here the inten-
tion of the Council is to outline as many qualitative-
ly distinct options as possible, but not to give any po-
litical evaluation of these.

4.3
Knowledge management

Fig. G 4.3-1 shows the ‘normal’ case, in which a risk is
perceived and recognized as such.

In the case of ignorance, the most obvious (but not
necessarily simplest) strategy is to bring the problem
back to the normal case by means of precautionary
knowledge production without specific goal orienta-
tion. It is precisely because the risks under discussion
here cannot be researched systematically that the op-

Agent

Proactive risk management

Reagent

Figure G 4.3-1
Management options in the state of 'causal perception' (the
normal case), where there is no fundamental cognitive
barrier. The risk can be reduced e.g. by means of removing
the agent, interrupting the pathway or protecting the reagent.
Source: WBGU
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portunity must be retained to discover them ‘by
chance’ in the context of basic research that is de-
signed as broadly as possible. For this, it is necessary
that the more general growth in knowledge is sever-
al times larger than the risk knowledge gaps generat-
ed anew by innovations. In other words, the rates at
which system competence and complexity are pro-
duced must be in an appropriate relationship to each
other. Here we must also take into consideration the
psychological and social factors that frequently lead

to knowledge being overlooked which is essentially
extant or available (Section G 3). Broad participation
of all affected segments of society in the process of
generating system competence can contribute to
overcoming or at least containing social dilemmas
(such as the tolerance of risks for short-term gain).

In modern physics, random searching techniques,
termed Monte Carlo methods, play an important role
in resolving highly complex problems that are not
amenable to targeted strategies. One frequently ap-

Box G 4.2-1

Risk management in engineering

Safety engineering and risk management have developed
an array of methods by which the risks of engineering sys-
tems can be prevented or minimized. However, these are
usually only applied to individual facilities (Hartwig, 1998).
By means of designing systems appropriately, the conse-
quences of system failure can be preempted and mitigated,
for instance by making provision for retention systems. Be-
yond this, the design of a system can also be made more
fundamentally error-tolerant by applying a series of princi-
ples that minimize risks through improved reliability of
technical systems. The most important design principles
here are (Hartwig, 1998):
• Functional diversity and redundancy. For one function,

several different options are provided. If one fails, or-
derly operations can still be maintained with another.

• Independence (decoupling) and separation of sub-units.
Systems that work in unison are designed such that they
have as little joint coupling as possible. It can thus en-
hance the reliability of a system comprising several elec-
tric units if each electric unit has a separate power sup-
ply.

• Modularity. Sub-units are designed to have as much au-
tarky as possible. Coupling between sub-units is as linear
as possible. If the system fails, errors can then be ana-
lyzed and identified more readily. Moreover, if one sub-
unit fails, its function can be substituted by a new sub-
unit without needing to consider unexpected interac-
tions.

• Elasticity and resilience. Elastic systems (also termed ro-
bust or resistant systems) return after an external distur-
bance to their initial or equilibrium state. They are thus,
within certain limits, insensitive to disturbances. In engi-
neering terms, this property is often achieved through
connections in series with strong negative feedback.

These design principles improve the error-tolerance of the
system, thus endowing it with a passive safety. System relia-
bility can in principle also be improved by means of au-
tomation, as technology failure is calculable and generally
less probable than human failure (Hartwig, 1998). In addi-
tion, indicators can be introduced at critical points of a sys-
tem that provide information on the state of the system. Re-
peated testing of systems can also prevent risks. The task of
risk management is then, using an array of controlled vari-
ables and control loops, to maintain the desired normal
state or, in the event of a deviation (disturbance), to return
the system to this state. Risk management is thus linked to
a series of well-defined preconditions (Hartwig, 1998):
• It must be clear which damage categories are targeted or

which types of damage are feared. In closed technologi-

cal systems, such as industrial manufacturing plants, the
damage categories are clear. Damage in a manufactur-
ing plant can imply excessive production costs, faulty
products, health hazards or accidents, but also damage in
product use, environmental pollution (from accidental
or continuous emissions) and accidents.

• A limit value must be stipulated for the extent of dam-
age, in order that when this limit is crossed a controlled
parameter triggers measures to mitigate or prevent
damage. Statutory industrial threshold limit values
(TLV) are an example of this. Limit values triggering
control mechanisms are determined not only for dam-
age categories, but also for their probability of occur-
rence. If the probability of occurrence is too low, no con-
trol mechanism is triggered.

For a technology functioning according to the above princi-
ples, risk management can be described as a control loop.
The controlled variables are the technical design of the sys-
tem, the production process, the products and the embed-
ding in the organizational, political and technological set-
ting. For risk management, control and limit values must be
defined for these variables. However, this does not cover
the risks of normal product use.

Inherent security is a further concept that addresses the
level of the individual industrial plant.We speak of inherent
safety if a technical plant remains without damage, even if
essential parts fail (Ewen et al., 1998).The concept was orig-
inally developed for nuclear reactors. It suggests that it is
possible by means of technological design to make the sys-
tem completely safe, even if the system handles potentially
hazardous substances. Experience has shown, however, that
there is no such thing as inherent safety, but at most reduced
susceptibility (Ewen et al., 1998). In any event, the concept
concerns individual plants or the handling of hazardous
substances. The concept does not aim to avoid these but
rather to prevent the manifestation of hazard. This ap-
proach to risk management thus does not apply to global
environmental problems, for these are not generated at the
level of individual plants or substances, but reside in the in-
terplay between natural and human systems (Hartwig,
1998).

Thus CFCs, for instance, do not present themselves as a
problem to the control loop, for there is no controlled para-
meter that signals the necessity to activate risk management
at all. The problem here is not the individual technological
system, but the fact that this system already causes changes
in the environment under normal operations (which is typ-
ical for global environmental risks of the Pandora, Pythia
and Cyclops class). The risks are thus inherent to technolo-
gy and cannot be modified by means of improving technol-
ogy.They can often only be attenuated through the reduced
use of a technology – such as through substitution.
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plied technique is to undertake computer-based ‘ran-
dom-walks’ in the potential solution space. However,
such an approach is only promising if these possible
solutions can be scanned with a sufficiently high res-
olution and rapidity. In mathematically well-defined
cases, the success rates can even be stated precisely,
depending upon the solution and scanning function.

The chance discovery of global environmental
risks is a far more difficult enterprise, and would have
been viewed as completely hopeless only a few
decades ago. In the meantime, however, the great ad-
vances that have been made in process analysis, data
collection and information technology cast a more
favorable light upon this problem. Generating and
researching virtual realities by means of massively
parallel computation procedures is set to play an in-
creasingly important role in this context (Schellnhu-
ber and Kropp, 1998a).These techniques make it pos-
sible to simulate the real-world global environmental
system by means of random processes of an ensem-
ble of artificial ‘computer worlds’, thus revealing
even analytically inaccessible risk constellations.

In the case of the knowledge gaps described
above, where normal operation of the ‘intervening
system’ already affects higher system levels, govern-
ment-assisted and internationally coordinated
knowledge production may be necessary, as private,
decentralized knowledge production can scarcely
take the level of the overall system into consideration
adequately. Moreover, due to the scales of the prob-
lems concerned, research structures and tools are
necessary that can only be organized and operated
effectively at a central level (e.g. climate computation
center for global climate simulations; Section G 1).
Here centralized and decentralized knowledge pro-
duction are complementary.

Knowledge production can also be promoted by
ensuring that as many segments of society as possible
are involved in decisions on the introduction of inno-
vations and in their assessment. Decisive aspects here
are the transparency of procedures and decision-
making processes on the one hand, and public access
to information on the other. This can enhance the
probability of discovering possible negative conse-
quences. It is also more likely to do justice to the cog-
nitive, motivational and social ‘risk traps’ – which
usually cannot be avoided entirely – than if knowl-
edge production and evaluation is restricted to a
small group of specialists. Such a process can also be
associated with step-wise introduction of innovations
and accompanying monitoring.

G 4.4
Agent management

For individual facilities, risks can be prevented by
giving consideration to certain design principles
(fault tolerance through modular design, redundancy
etc.; Box G 4.2-1). This strategy is only applicable
where a desired principal effect can be distinguished
from undesired side effects (caused e.g. by internal or
external disturbances). One such strategy is techno-
logical risk management, which monitors controlled
system variables and relates these to limit values
(Hartwig, 1998). Furthermore, there are various or-
ganizational management principles (high reliability,
reflection systems, redundancy etc.) which can re-
duce the frequency of errors in systems. We may also
count among these strategies those that aim at time-
ly detection of undesirable developments by means
of appropriate organizational principles (early warn-
ing systems, monitoring).

As already noted, these techniques of technologi-
cal and organizational risk management are restrict-
ed to the level of individual facilities or systems.Tech-
nological risk management cannot be brought to
bear if the desired principal effects (such as energy
generation under normal operations) are inseparably
linked with hazardous effects at a higher system lev-
el (for instance effects upon the climate system). In
such cases it is necessary to compare and evaluate the
known and unknown risks associated with alterna-
tive technology pathways (including the political and
economic framework conditions that these require).

In the following, we present a number of distinct,
basic strategies that can be applied for preventive
risk management.

Exclusion

By exclusion (Fig. G 4.4-1), the Council means far-
reaching abstention from the implementation of sub-
stances, processes and structures, without any empir-
ical ‘trial’.This strategy must accordingly aim to max-

Figure G 4.4-1
Exclusion.
Source: WBGU
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imize societal value-added by ‘natural’ means and
with minimum resource inputs and minimum dynam-
ic-structural interventions (Bleischwitz, 1998). This
includes material flows minimization strategies.

Deflection

Despite the absence of any concrete concern, the de-
flection strategy (Fig. G 4.4-2) aims at the precau-
tionary prevention of impacts of innovative agents
upon certain environmental components. This is ex-
emplified by efforts to avoid the introduction of alien
species (Section D 4) or to reduce the reactivity of
substances in trophic processes or in atmospheric
chemistry.

Containment

Risks can also be prevented by containing to the
greatest extent possible the spread of potentially en-
vironmentally effective substances or processes (Fig.
G 4.4-3). This is exemplified by the use of working
media, catalysts etc. in closed cycles in industrial pro-
duction. In contrast, the use of substances with a very
large aftercare horizon (e.g. plutonium) is particular-
ly problematic.

G 4.5
Reagent management

Complementary strategies ‘beyond the cognitive bar-
rier’ aim at safeguarding natural and civilizational as-
sets against an as broad as possible spectrum of dam-
aging impacts. Here particular attention needs to be
devoted to strengthening systemic properties of
these assets, such as learning and development capa-
bilities. An improved understanding of the evolution
of biological systems will be of great use. For social
and economic systems, indeterminate risks can also
be prevented or reduced by means of reducing vul-
nerability (Section E 2).

The strategies described here are based on sys-
temic properties that are often aimed at in techno-
logical risk management in order to enhance the pas-
sive safety of technological systems (Hartwig, 1998;
Box G 4.2-1). In this, they are similar to the agent
management strategies.

Exposure reduction

On the side of the reagent, one can either attempt to
keep the endangered system out of the range of high
exposure (avoidance strategy, Fig. G 4.5-1) or to pro-
tect it against interventions (protection strategy, Fig.
G 4.5-2). Examples of the avoidance strategy range
from purity standards for certain foodstuffs through

Figure G 4.4-2
Deflection.
Source: WBGU

Figure G 4.4-3
Containment.
Source: WBGU

Figure G 4.5-1
Avoidance.
Source: WBGU

Figure G 4.5-2 
Protection.
Source: WBGU
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to preventing settlement expansion into areas with
certain morphologies (with excessive or inadequate
morphological diversity). Measures that pursue a
protection strategy range from small-scale nature
conservation areas through to the continental
Antarctic Treaty.

Desensitization
Desensitization strategies aim at making environ-
mental systems or social or technological systems
more robust against disturbances of all kinds. Here
two particularly important systemic properties need
to be strengthened: modularity and elasticity.

Modularity

A modular structure with loosely coupled compart-
ments (Fig. G 4.5-3) should be aimed at particularly
in such environmental systems that are linked inti-
mately to human systems, such as freshwater supply.
This can prevent ‘domino effects’.The propagation of
disturbances in complex systems can be prevented by
various means, such as the introduction of rupture
joints, strong restoring forces, retardation and disper-
sion of reaction speeds by means of nonlinear com-
position or, finally, the distribution of elements over
large areas.

Elasticity 

This is a matter of strengthening the properties of the
protected asset that permit autonomous ‘avoidance’
of disturbances of all kinds or ‘self-healing’ or even
positive evolution of the environmental system after
damaging impacts. Elastic systems (Fig. G 4.5-4) can
be contrasted to ‘brittle’ systems, which show scarce-
ly any reaction up to a certain critical stress, but then
collapse (‘fracture’) completely. Systems that return
to their original state after severe disturbances are
termed resilient in ecological theory.The resilience of
ecosystems, e.g. to climatic changes, depends, among
other factors, upon the availability of migration cor-
ridors and geographic refuges. However, it needs to
be noted that modularity and diversity can compro-
mise elasticity. For social and economic systems,
strategies aimed at reducing vulnerability count
among the desensitization strategies (Section E 4).

Substitution
Substitution strategies comprise a set of strategies
that take into consideration the possibility of the fail-
ure of the system or of one of its subsystems.The fol-
lowing strategies can be pursued in order to maintain
the functionality of the overall system despite failure
of a subsystem.

Redundancy

Redundancy means the multiple availability of rele-
vant system components so that if one component
fails the backup can come on line and system collapse
is prevented (Fig. G 4.5-5). This strategy is generally
only viable under favorable economic conditions
(e.g. in a sparsely populated industrialized country
such as Sweden) or if efficiency drawbacks are ac-
cepted in favor of safety aspects.

Figure G 4.5-5
Redundancy.
Source: WBGU

Figure G 4.5-4
Elasticity.
Source: WBGU

Figure G 4.5-3 
Modularity.
Source: WBGU
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Diversity

Diversity strategies (Fig. G 4.5-6) aim at increasing
the heterogeneity of the protected asset or retaining
a collection of non-identical specimens of a type of
protected asset. For instance, these strategies can be
applied in agriculture and forestry, where biogenic
disturbances have their own development dynamics.

Compensation

The risk of damage to protected assets is of course of
only slight importance if there are simple options by
which to adequately replace the endangered natural
or civilizational services (Fig. G 4.5-7). In the utopian
case, an ‘omnipotent’ public sector could assume
blanket liability for all compensation measures that
may need to be provided.

G 4.6
Combined management

Dynamic, adaptive compound strategies are also
suited in practice to manage the risks of complex dy-
namic systems. Here the first step is to clarify the in-
terplay between the agent and the reagent by means
of indirect knowledge production techniques, in or-
der to then keep the system outside of hazardous re-
gions by means of appropriate management.

Adaptation

The strategy of mutual adaptation (Fig. G 4.6-1) of
the development processes of the agent and the
reagent is based on introducing agents in a step-wise
process, while continuously further developing the
reagents. Here the temporal dimension of adaptation
is particularly important. With careful implementa-
tion, adaptation effects can even be realized without
explicit risk knowledge. The practical implementa-
tion of such an adaptation strategy with the aim of
avoiding unknown risks of global change requires a
long-term evaluation process integrating all relevant
groups.

Iteration

This strategy (Fig. G 4.6-2) aims at making use, in an
iterative process, of the various options for action
available on both sides of the cognitive barrier. In
each step, small learning effects are achieved that
permit gradual, mutual adaptation (coevolution).
This progress can be supported by means of suitable
discursive fora (e.g. expert teams, round tables, audi-
toria etc., cf. Section F 8).

Figure G 4.5-6
Diversity.
Source: WBGU

Figure G 4.5-7
Compensation.
Source: WBGU

Figure G 4.6-1
Adaptation.
Source: WBGU

Figure G 4.6-2
Iteration.
Source: WBGU
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For both strategies, the spatial and temporal di-
mensions of adaptation are crucial. The speed at
which new technologies are developed and intro-
duced must be adapted to the time scales of the re-
acting systems, and also needs to be related suitably
to the psychological factors. The appropriateness of
the agents themselves (appropriate technology) and
of the speed of their introduction to the basic psy-
chological and social structures also needs to be tak-
en into consideration.

Fuzzy control

Where uncertainty is very large, this strategy for
managing the risks of complex systems is the most ef-
fective approach (Schellnhuber and Wenzel, 1998b).
While this is an iterative strategy (Fig. G 4.6-3), it is
distinguished from the standard approach by two
crucial elements. Firstly, all management measures
are realized in a fuzzy manner, which can be com-
pensated for by means of a higher re-adjustment fre-
quency. Secondly, the management instruments
themselves are kept so flexible (e.g. a Climate Pro-
tection Protocol) that even a complete change of
course is possible at short notice.

G 4.7
Recommendations for research and action

In order to discover still unknown risks, it is indis-
pensable to promote basic research that is as broad
as possible. This research must address the entire
Earth System, but also the fundamentals crucial to
understanding and controlling complex nonlinear
systems. One task of the (UN) Risk Assessment Pan-
el proposed by the Council (Section H) would be to
evaluate the rapidly developing body of Earth Sys-
tem research and to draw conclusions for risk avoid-
ance. Government-assisted and internationally coor-

dinated centers of competency are essential to global
change research.

A broad-based involvement of civil society actors,
both in the knowledge production process and in the
introduction of novel technologies or substances, can
exert a risk-reducing effect. Free access to all rele-
vant information and participation in the evaluation
of research results are prerequisites to this involve-
ment. One way of implementing this at the interna-
tional level would be to ensure that civil society ac-
tors can put forward their views in the Risk Assess-
ment Panel process.

The available tools of technology assessment
should be further developed to provide a basis for in-
stitutionalizing prospective technology and risk eval-
uation (early warning systems) at the national and in-
ternational levels.The aim should be to formulate ap-
praisals very early on – such as when defining re-
search priorities – that can be integrated in the
political decision-making process.The general strate-
gies developed here (agent management, reagent
management, combined management) have an im-
portant role to play in this endeavor.

Knowledge generation on the one side and the in-
troduction of new technologies and substances on
the other need to proceed iteratively and need to be
adapted to each other.Approvals for the deployment
or expanded application of technologies or sub-
stances should be granted step by step. Here care
needs to be taken that the speed of innovation is ap-
propriate to the speed of knowledge generation
(while making efforts to avoid the often inescapable
cognitive, motivational or social risk traps; cf. Section
G 3). These processes must be accompanied by mon-
itoring schemes that cover all system levels.The need
for this is illustrated by the fact that, until now, eco-
logical parameters have only been studied for less
than 1% of all deliberate release trials worldwide
(Ewen et al., 1998).

It further needs to be examined and reviewed to
what extent the tools described in Section F, notably
strict liability, can be deployed to avoid unknown
risks. For instance, it is conceivable to introduce strict
liability for the dispersal of persistent and ubiquitous
substances even if no indications are yet available
that these substances may be hazardous. Under regu-
latory law, too, the criteria of persistency and ubiqui-
ty could be made relevant, e.g. in permitting proce-
dures. Discursive risk communication approaches for
evaluating technologies or substances (Section F 8)
are particularly relevant to prevent unknown risks.
Where regulatory and economic instruments are de-
ployed to prevent risks that are already known, the
precautionary principle requires that a risk premium
is included in the assessment in order to reflect pos-
sible, still undiscovered risks.

Figure G 4.6-3
Fuzzy control.
Source: WBGU
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Unknown risks – the subject of Section G of this re-
port – are gaining importance. This is due first to the
pace of technological development and second to the
continuing avalanche of knowledge production. As
innovation gains impetus, the number of associated
risks grows – but without concrete cases of damage
yielding empirical knowledge about these new risks.
In view of the importance of innovation to the vision
of sustainability, the solution surely cannot be to stop
innovation. It must rather be to build into it mecha-
nisms which induce innovators to inform themselves
about the potential consequences of their actions, i.e.
to generate risk knowledge.

The difficulties of dealing with these phenomena
are illustrated by the circumstance that, precisely be-
cause of ignorance as to their existence, unknown
risks cannot be positioned within the typology of risk
developed by the Council. In some fields the treat-
ment of unknown risks requires a different theoreti-
cal and political approach than that of known risks.
The aspect of knowledge dominates the debate on
how to deal properly with unknown risks. Risk
knowledge that has not yet been generated or is not
available in the ‘right’ places in society must be
viewed as the crucial controlled variable for strategic
considerations in relation to unknown risks.

Despite the differences in approaches to known
and unknown risks, we may note that between known
risks and unknown risks, for which no risk knowledge
is yet available, the boundary is to some extent fluid.
This applies particularly to the Pythia and Pandora
classes of risk, where damage can be assumed but the
possibility cannot be dismissed that the risk-generat-
ing constellation harbors numerous other unknown
risk potentials in addition to those anticipated. The
strategies discussed here are also suitable to deal
with known risks: for instance, by stimulating the pro-
duction of knowledge about the probability and ex-
tent of damage. This can alter the classification of a
risk within our typology, thus calling for a different
package of risk policy tools.

Section G 2 centers on this aspect of the produc-
tion of decentralized risk knowledge. The starting
point is the realization that environmental policy

tools, notably liability law, particularly when applied
in the form of strict liability, have on the one hand
knowledge-producing but on the other hand also in-
novation-constraining effects. There is thus a need to
analyze and test in practice institutional arrange-
ments which permit companies to relax liability
regimes if they can furnish evidence that their activi-
ties are associated with lower risks to human health
and ecosystems, or that the risks produced by their
activities can be controlled readily. It is essential to
attenuate in this manner the innovation constraints
of liability law while nonetheless doing justice to the
precautionary principle by stimulating companies to
generate appropriate risk knowledge or prevention
knowledge.

Decentralized production of risk knowledge alone
will not suffice as the sole tool for dealing with un-
known risks. In many cases the necessary knowledge
cannot be generated at the decentralized level. Gov-
ernment-assisted research is therefore indispensable.
Furthermore, research exclusively within individual
disciplines will not do justice to the complexity asso-
ciated with discovering, researching and evaluating
globally relevant, unknown risks. The Council there-
fore recommends a more interdisciplinary design of
the global change research landscape, as already pro-
posed in the shape of the syndrome approach in its
previous reports (WBGU, 1997a). Research will only
be able to discover unknown risks if it takes a sys-
temic and networked view.

Beyond actively stimulating knowledge produc-
tion, risk policy strategies tailored to dealing with the
complex problems of the environmental risks arising
from innovation processes must also take heed of the
factors – notably the psychological ones – which can
impede knowledge production or which, despite
knowledge being generated, prevent this knowledge
from being integrated into decisions (Section G 3).
Here we note in particular the cognitive, motivation-
al and social factors that can form ‘risk traps’. These
risk traps can impede knowledge production and
promote the emergence of new risks. There is a need
for in-depth study to avoid such traps.
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In addition to these psychological factors, further
circumstances need to be kept in mind that cannot be
addressed by knowledge production alone. One is
that a certain degree of ignorance is inescapable be-
cause knowledge gaps can be intrasystemic. It is not
possible to model all processes in complex, nonlinear
systems to the point at which completely reliable in-
formation is available on the responses of all system
processes to external interventions.

The discussion in Section G 4 is to be understood
in this setting. This is concerned with strategies for
dealing with unavoidable knowledge gaps, and out-
lines a systemic risk management approach that aims
to avoid undesirable risks as far as possible despite
such gaps. The axiom of this approach is that for ear-
ly warning of risks it is essential to consider all rele-
vant system levels. Only then can the complexity of
the issue be understood and possible risk potentials
perceived. On the basis of such systemic early detec-
tion, resilience strategies need to be developed.
These can be passive (fault tolerance in industrial
systems) or active (risk management). They ensure
that systems do not enter states incompatible with so-
cietal risk preferences.

Our overall conclusion is that unknown risks
stemming from innovation processes will become
more and more relevant in the future. To produce
risk knowledge and tackle the problems and solu-
tions set out in Sections G 3 and G 4, the body of both
theoretical understanding and empirical experience
is meager. The Council therefore strongly recom-
mends eliminating these deficiencies and improving
the basic structures for dealing with unknown risks.
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H 1Recommendations for research

H 1.1
Concepts of risk research

For the interdisciplinary analysis and evaluation of
risks, it is essential that we continue to refine theo-
retical concepts, models and typologies of risk in or-
der to identify opportunities and risks in ever more
complex social systems. This can yield a basis on
which to derive rational risk management strategies.
Such strategies are of particular importance to devel-
opment and technology policy, and to emergency
prevention, preparedness and response. In addition
to the natural and technological sciences, social sci-
ence risk research is, by virtue of its interdisciplinary
approach, increasingly gaining relevance. The Coun-
cil therefore recommends further intensifying and
expanding risk research capacities in the natural and
technological sciences and particularly in the social
sciences.

H 1.2 
Technological risks

It is a prime principle of research on reducing and
controlling technological risks that its subject matter
must extend beyond the purely technical optimiza-
tion of safety. Integrative research on technological
risks should:
• Give due regard to the institutional, political and

social context in which the technology in question
is embedded,

• Extend its scope to include the structures and
safety cultures of organizations that develop, op-
erate and monitor high-risk technologies, and

• Explore and integrate in risk analysis the ways in
which individuals and groups react within the
boundaries and scope of their psychological, so-
cial, institutional and cultural action space.

This calls for an interdisciplinary or even transdisci-
plinary research enterprise that integrates knowl-
edge of technological risk factors with knowledge de-
rived from research on the human-machine interface,

organizational culture and institutional, social and
cultural contextual conditions. The goal of this re-
search enterprise should be to advance technological
development in a direction that minimizes risk po-
tentials while at the same time being appropriate to
the contextual conditions of the development, appli-
cation and control of a specific technology. In this en-
deavor, the criteria described in Section G for pre-
cautionary risk reduction can serve as elements of a
guiding vision for technological and organizational
development. Giving greater consideration to crite-
ria such as diversity, resilience and robustness in tech-
nology development requires on the one hand basic
research at the interface between technological and
social systems, and on the other hand cross-cutting,
applied research that extends to the concrete, paral-
lel development of technological and organizational
systems.

In the global change context, we may distinguish
two types of technology. For the first type (which we
may equate with the Damocles class of risk), the
components of risk are largely known. These tech-
nologies are a cause for concern because of their
large catastrophic potential. For such technologies,
which are exemplified by nuclear installations, re-
search efforts need to concentrate on two fields. The
first is to research alternative technology trajectories
or modifications of the original technology so that
the catastrophic potential can be appreciably re-
duced. The second is to research interactions among
technologies, their control and their social setting,
with the goal of improving the resilience of techno-
logical systems.

The second type of technology that can be associ-
ated with global risks is characterized by uncertainty
as to the extent and/or probability of damage. Tech-
nologies of this type belong to the Cyclops, Pythia or
Pandora classes of risk. For these, the primary aim
must be to engage in research in order to reduce un-
certainties. The first step is to move from incertitude
to statistically quantifiable uncertainties. The range
of uncertainties can then be further reduced in a tar-
geted manner. This requires basic research on the
mathematical and statistical identification of uncer-
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tainties, but also research on methods by which to
collect and evaluate more targeted empirical experi-
ence in certain areas of risk and to utilize these for
risk quantification. Finally, much as for the technolo-
gies with a high catastrophic potential, research is
necessary that enables resilient risk management un-
der the uncertainty that remains.

Researching technological risks requires close col-
laboration among engineers, natural scientists and
social scientists. Postulating this is easier than imple-
menting it in practice. In its 1996 annual report, the
Council discussed in detail the possibilities, problems
and solutions relating to cooperation among the sci-
ences (WBGU, 1997a). The proposals developed
there should above all be implemented in research
on technological risks.

H 1.3
Health risks through infectious diseases and
anthropogenic emissions

Some of the risks associated with health-impairing
pathogens and anthropogenically released sub-
stances that have endocrinological or genotoxic ef-
fects present largely or entirely unknown damage po-
tentials. One task of broad and independent basic re-
search is to generate and provide the knowledge by
which to swiftly construct, when the need arises, new
analysis tools and, building upon these, new manage-
ment tools for emerging problems. Furthermore, tar-
geted applied research must provide an understand-
ing of the interactions among pathogens, the envi-
ronment and infected organisms, and of the effects of
chemical substances such as endocrine disruptors in
the various biological systems.These are clearly high-
ly complex issues. The risk evaluation of substances
newly released to the environment underscores the
necessity to promote greater networking in basic re-
search, because such substances can have impacts at
all system levels (e.g. soil, water, climate, biosphere).
• Prevention of damage caused by infectious dis-

eases and endocrine disruptors requires highly
qualified toxicology and epidemiology, making use
of state-of-the-art techniques of biology, chemistry
and molecular biology.

• In infection biology, there is a need to clarify the
processes of exchange of genetic material among
organisms, including the formation of resistance in
pathogens. Particular research efforts need to be
devoted to infection mechanisms, pathogen
spread and immune response types, as an under-
standing of these is essential for the development
of new vaccines.

• Because endocrine disruptors impact upon several
system levels, with potentially significant combi-

nation effects and conclusively significant differ-
entiation-related effects, classic laboratory meth-
ods sometimes fail.The enzyme action of hormone
disruptors, their pharmacokinetics and pharmaco-
dynamics, their bioavailability and their accumula-
tion potential therefore need to be studied indi-
vidually, as complex molecular effects and control
mechanisms render simplifications and analogies
largely impossible. Adequate measurement para-
meters for the effects of substances during the var-
ious human development stages are either absent
or in need of improvement. Studies of known cas-
es of exposure (e.g. Seveso) should concentrate
above all upon the identifiable hormonal and car-
cinogenic effects, and upon effects damaging the
nervous system.

H 1.4
Biological risks

The discussion of biological risks has shown that, due
to the prevailing gaps in knowledge, risk assessment
embodies major uncertainties. Only long-term and
ecosystem-oriented basic research, which is fre-
quently not possible in the usual time schedules for
project funding, can bridge the gaps and do justice to
risk assessment requirements.The following research
focuses should be pursued:
• Intensified basic research in soil biology, in ecosys-

tem theory (stability criteria), on the quantifica-
tion of ecosystem processes as a function of biodi-
versity, and in population biology.

• Intensification of applied research on plant pro-
duction in marginal locations, in phytopathology
and on the evaluation of high-yielding varieties
and transgenic crop species with particular regard
to securing food production under changing cli-
matic conditions (increasing climate variability
and weather extremes).

• Quantifying the functions of biodiversity and the
ecological and economic damage caused by the
loss of these functions due to climate change, land-
use changes or land management.

• Studies on the increase of the fitness of alien
species through spread across isolated popula-
tions.

• Improving and expanding ecologically oriented
and long-term back-up and safety research on the
release of transgenic organisms.This includes inter
alia the further clarification and quantification of
the exchange of genetic information among or-
ganisms, and intensified research in the field of
phytopathology. When transgenic plants are mar-
keted, research should further be complemented
by long-term and ecosystem-oriented post-ap-
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proval monitoring.
• Refining methods for a complete valuation of

types of ecological damage that escape market val-
uation, particularly regarding the loss of biodiver-
sity.

H 1.5
Chemical risks

The available knowledge about the potential risks as-
sociated with multiple chemical loading of ecosys-
tems is still very limited. In particular, the ability to
adequately quantify the effects of human distur-
bances is lacking. Risk assessment is further ham-
pered by inputs of new substances whose impacts
upon the individual compartments of ecosystems are
still entirely unknown. To improve the evaluation of
chemical risks, further research efforts are necessary:
• Improved quantification of the ecosystemic con-

sequences of multiple chemical loading, including
dry nitrogen deposition and gaseous nitrogen up-
take by vegetation, and determination of critical
loads (‘guard rails’).

• Further research on the dynamics and predictabil-
ity of nitrate release to groundwater.

• Elaboration of complete carbon input-output in-
ventories for all ecosystems and countries and for
different forms of management. In particular,
greater consideration needs to be given to soil car-
bon and to the long-term effects of soil manage-
ment.

• Quantifying the interactions of the carbon and ni-
trogen balances of various types of vegetation, in-
cluding impacts upon biodiversity. Models offer
valuable support here, but need to be further sup-
plemented by experimental data.

• Improving the predictability and quantifying the
interactions of climate protection measures with
the objective of biodiversity conservation. In par-
ticular, further research needs to address the role
of natural or near-natural vegetation in climate
protection, with due regard to soils.

• Increased attention to imports of elemental chem-
icals through international trade and to associated
secondary effects. Here there is a considerable re-
search backlog, particularly concerning carbon
and nitrogen cycles.

H 1.6
Climate risks

High priority must continue to be given to research
on the effects of elevated greenhouse gas and aerosol
concentrations upon the global climate, bearing in

mind that in the past, more detailed analysis has re-
vealed a series of novel risks to be larger than initial-
ly assumed (instabilities in the coupled ocean-atmos-
phere-vegetation system, synergisms between natur-
al and anthropogenic climate variability, nonlinear
responses to perturbations of the hydrological cycle
etc.). Specifically, the following research focuses
should be pursued in this context:
• Further research on natural climate variability,

based on improved regional climate predictions.
• Improving the understanding of the climate sys-

tem through analysis of interactions among the
subsystems (Earth System Analysis).

• Exploring geophysical events of the ‘low probabil-
ity – high consequence’ Damocles type, such as
destabilization of the West Antarctic ice sheet.

• Study of social vulnerability, firstly to climatic
changes and, secondly, to their consequences
(food, health etc.).

H 1.7
Natural disasters

Natural disaster risks can be reduced most effective-
ly if forecasts are available that extend as far as pos-
sible into the future, on the basis of which strategies
can be developed for reducing the exposure or vul-
nerability of regions at risk. Specifically, the Council
recommends:
• Extreme weather events. Intensified research

should be carried out on whether the incidence of
extreme weather events (excessive rainfall,
storms, floods and drought) has already risen due
to global climate change. This could proceed from
an evaluation of long-term weather statistics.

• Earthquakes. Earthquake-prone areas should be
monitored continuously, using both terrestrial and
satellite-based techniques (e.g. deformation mea-
surements, geological-tectonic structure investiga-
tions). Using these findings, more reliable earth-
quake early warning systems based on seismic
measurement stations should be developed.

• Volcanic eruptions. Volcanological studies should
be intensified with the aim of developing deter-
ministic forecasts of volcanic eruptions. Automat-
ic measurement stations should be installed on
volcanoes that present a particularly high hazard
potential.

• Meteorite impacts. The Council recommends the
development of an internationally coordinated as-
teroid early warning system, utilizing already ex-
isting monitoring programs. This should be based
on methods of classic optical astronomy and on
radar measurements. In addition, an asteroid data-
base needs to be established, and automated mon-
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itoring techniques developed.

H 1.8
Risk amplifiers and attenuators

The present report has made it amply clear that risk
sources – be they natural factors, technologies, cul-
tural habits or people-environment interactions –
only partly determine the actual magnitude of risk.
Whether a damage potential is manifested and what
extent this has depend largely upon the social, insti-
tutional and cultural factors within which the specif-
ic risk is embedded. Many risks that have only a small
potential for destruction in industrialized countries
can cause major damage in highly vulnerable regions.

Since, for identical risks, the magnitude of damage
varies greatly as a function of geographical location
and social situation, particular importance attaches
to research on the contextual conditions of risk mod-
ulation. In addition to the organizational and institu-
tional framework conditions already noted above in
the research recommendations for technological
risks, this includes the material, social and cultural re-
sources that are available in a society for dealing with
risks. In poor societies, risks have quite different im-
pacts than in a society whose members have a broad
resource basis and actively deploy these resources in
the event of damage. Only scant knowledge is avail-
able as yet on the factors that amplify and attenuate
vulnerability to risks. Intensified research efforts
should be undertaken here, as in many cases (e.g. nat-
ural risks) it is easier to influence the contextual con-
ditions than the risk itself.

Research on risk modulators is largely the
province of the social sciences and humanities. His-
torical traditions are just as important elements of
the risk-moderating context as are social commit-
ments, institutional arrangements, world views and
religiously determined patterns of behavior. Further
issues that need to be analyzed in the context of stud-
ies on vulnerability and risk modulation include the
allocation of economic resources and the distribution
of income and opportunities in life. Specifically, the
Council recommends the following:
• Elaborating a system of indicators measuring re-

gional and social group specific risk vulnerability
that differentiates according to individuals, house-
holds and social groups is fundamental to an im-
proved understanding of risk-amplifying factors.

• The systematic mapping of risks at different scales,
thus visualizing the vulnerability of different so-
cial groups to the risks of global change, is an im-
portant supporting tool for development coopera-
tion and emergency relief.

• In order to improve analytical capabilities, the

available approaches and theories for explaining
risk vulnerability are in need of refinement. This
requires establishing a more consistent linkage be-
tween the external and internal risk factors of
livelihood security.

• While valuable work has already been carried out
in Earth System research, such as the develop-
ment of a freshwater criticality index by the Coun-
cil (WBGU, 1998a), a global overview of environ-
mental criticality remains to be provided.

H 1.9
Risks to food security

The risks posed to global food security count among
those that require continuous political re-evaluation
informed by step-wise scientific analysis, for in this
domain the imponderabilities and magnitudes of
damage can be particularly large. The discussion of
risks to the global food supply has shown that the un-
certainties associated with assessing food security
have gained a new quality stemming, in particular,
from the interplay of numerous core problems of
global change.
• Due to the systemic interconnections among vari-

ous core problems, there is a major and presum-
ably long-term need for further research in order
to gain an improved understanding of the dynam-
ics of food security and global change.

• Particular attention needs to be given to the possi-
bility of widespread crop failures. Considering the
danger of persistent damage to natural resources,
e.g. through climate change or soil degradation,
options for early warning, prevention or substitu-
tion need to be examined.

H 1.10
Risk potentials of complex environmental systems

The methodological fundamentals for analyzing
complex environmental systems urgently need to be
expanded. There is a particular need to press ahead
with research on the decision and control theory of
complex nonlinear systems under incomplete infor-
mation. This is a challenging and modern branch of
science that could not have been established without
recent advances in mathematics, physics and comput-
er science. For the context of global environmental
risks, the Council recommends:
• Further developing computer simulations of envi-

ronmental systems with the aim of exploring vir-
tual catastrophes.

• Refining Bayes analysis in order to utilize expert
knowledge for the appraisal of environmental
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risks, e.g. in the climate sector.
• Improving the methods of fuzzy systems analysis

and fuzzy control in order to overcome cognitive
deficits in environmental assessment and policy.

• Studying, on a systems analysis basis, the resilience
of social systems to environmental shocks.

• Refining the syndrome approach from the aspect
of the production of environmental risks in proto-
typical contexts.

H 1.11
Risk policy

The Council takes the view that among the available
environmental policy tools private-law liability gives
particular incentives to produce knowledge and
should therefore be used primarily, although not ex-
clusively, to manage unknown and insufficiently re-
searched risks (Section H 1.12). Intensified interdis-
ciplinary research efforts need to be devoted to de-
signing and implementing national and international
liability rules in a manner that is both appropriate to
the matter at hand and viable in legal practice.This is
necessary to create unison between liability and the –
justifiably – disparate requirements of the various
disciplines. The Council sees a need for further re-
search in the following fields, in particular:
• Initial work on categorizing ‘ecological damage’ as

a form of injury of legal interests and class of dam-
age has already been carried out. This work needs
to be set on a firmer interdisciplinary footing.

• Detailed study needs to be devoted to the role of
the specific elements of liability law, such as liabil-
ity ceilings as an adequate means by which to pre-
vent the threat of liability creating barriers to in-
novation.

• With the exception of a few specialized areas (e.g.
oil tanker accidents), global liability regimes are
generally not yet realizable, even over the medium
term.This makes it all the more necessary to apply
research efforts to the vigorous support of the
moves of the Hague Conference towards develop-
ing an internationally acceptable convention on
conflict of laws pertaining to environmental liabil-
ity.

• In addition to elaborating general conflict of laws
provisions, there is a need for international re-
search on the question of how internationally ne-
gotiated liability regulations can be implemented
uniformly despite disparities among national insti-
tutions (inter alia national procedural law, court
organization, assessment of non-material damage,
lawyer’s fees).

H 1.12
Strategies for dealing with unknown risks

At the present rapid pace of technological develop-
ment, unknown risks are gaining importance. As in-
novation gains impetus, the number of associated
risks is growing – but without concrete cases of dam-
age yet yielding empirical knowledge about these
new risks. In many instances, high damage potentials
make it necessary to prevent errors from which soci-
ety cannot learn.The central recommendation for re-
search on unknown risks is to study the impacts of in-
stitutional arrangements upon the three pivotal tasks
of risk management that is focused on foresight and
prevention: the production, dissemination and appli-
cation of risk knowledge. In this endeavor, consider-
ation needs to be given to ‘cognitive risk traps’. Fur-
thermore, preventive risk management approaches
need to be developed for complex environmental
systems.
• Of all environmental policy tools, liability law has

the strongest knowledge-producing effect. It thus
provides a comprehensive institutional frame-
work within which to deal with unknown risks.The
importance of liability law suggests two main
fields of research:
1. Study of the connection between innovation in-

centives and liability regulations.
2. Analysis of options for relaxing strict liability

regimes if proof can be furnished by the inno-
vator that innovation risks pose no hazard or
are manageable, i.e. if risk knowledge is pro-
duced and disclosed.

• Syndrome analysis has proven its usefulness in
many spheres of global change research. In the in-
terests of discovering unknown risks, too, further
development of the syndrome approach is most
desirable.There is a particular need for further re-
search on syndrome modeling, firstly in order to
comprehend the complexity of global environ-
mental risks over time, and secondly in order to
gain indications of the emergence of new risks.

• To discover unknown risks, it is desirable to pro-
mote basic research on the understanding and
control of complex nonlinear systems.

• There is presently a lack of systematic analyses of
local or regional decision-making processes with a
potential to have globally risky (side) effects for
ecosystems and human society.

• The potentially global character of unknown risks
calls for the national and international institution-
alization of ‘prospective technology and risk eval-
uation’ (‘early warning systems’; cf. Section H
2.2.3). There is a need for intensified research in
order to determine the extent to which the gener-
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ic strategies developed in this report (agent man-
agement, reagent management, combined man-
agement) could contribute to this endeavor.



H 2Recommendations for political action

H 2.1
Class-specific recommendations for risk reduction 
action

The six classes of risk proposed by the Council in the
present report call for specific strategies. The associ-
ated tools are presented here in summary and illus-
trated in a decision tree (Fig. H 2.1-1). The Council
further makes important recommendations for the
classic risk management policies (Section H 2.2).The
goal of the specific strategies based on the six  risk
classes is to shift these from the prohibited or transi-
tional area into the normal area (Section A 4). The
aim is thus not to reduce risks down to zero, but to a
level that permits routine management. Both the
strategies and the tools or measures are listed in re-
ceding order of priority. Naturally, more than one
strategy and more than one tool will be necessary in
most cases. If, however, a limited selection must be
made, the items at the top of the list should be con-
sidered first.

Strategies for the Damocles risk class
For Damocles-type risks, the Council recommends
three prime strategies: firstly, reducing disaster po-
tential through research and technological measures,
secondly, strengthening resilience, i.e. the robustness
of a system against surprise, and finally, ensuring ef-
fective disaster management (Table H 2.1-1).

The first strategy – reducing damage potential and
preventing the occurrence of damage – is concerned
with improving technological measures to reduce the
disaster potential and with researching and imple-
menting measures to contain the spread of damage.
In nuclear energy, for instance, the main strategy im-
plemented in the past has been to further minimize
the probability of occurrence of core meltdown by
means of technological barriers.This has not been ad-
equate to move this risk from the transitional area
into the normal area. Design changes aimed at re-
ducing the disaster potential would have been more
expedient (and this is indeed the avenue now pur-
sued). The Council further recommends introducing

or strengthening liability rules, which can provide an
incentive to improve knowledge and to reduce resid-
ual risks. It is further necessary to research and de-
velop alternatives to technologies with unavoidably
high disaster potential, and to substitute them with
others whose disaster potential is significantly lower.
Under certain conditions, this can require subsidiza-
tion in the introductory and trial phase.

The second strategy is aimed at enhancing re-
silience to risk potentials. This necessitates strength-
ening the overarching institutional and organization-
al structures that impact upon licensing procedures,
monitoring, training etc. At the same time, liability
law can promote a careful approach to these risks. In
addition, technological methods for enhancing re-
silience need to be introduced or improved. This can
be done through, for instance, redundant design mea-
sures for technologies and safety-relevant organiza-
tional units, through introducing leeway, buffers and
elasticity (error-friendly systems) and through diver-
sification, i.e. thinly spreading risk potentials or
sources. Organizational forms and proven licensing
procedures that are viewed as resilient should be
made available to other states, as a template or mod-
el, through the transfer of technology and knowl-
edge. Furthermore, international control and moni-
toring needs to be strengthened, and an internation-
al safety standards authority established.

Disaster management is the third and last priority
among the strategies for action in this risk class.
While not unimportant, this should nonetheless be
subordinated to risk-reducing strategies as a back-
end strategy aimed at limiting damage. Here, as be-
fore, human resources and institutional capacities
need to be further strengthened by developing and
promoting national emergency planning, prepared-
ness and response programs. Through technology
and knowledge transfer, the emergency planning
measures and techniques that have proven them-
selves in many industrialized countries can be passed
on to local risk managers in the form of education,
training and empowerment. Finally, international,
precautionary disaster relief, such as is aimed at un-
der the aegis of the International Decade for Natur-
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al Disaster Reduction (IDNDR) initiated by the UN,
is also requisite to counter human-induced disasters.

Strategies for the Cyclops risk class
Among the measures and tools for the Cyclops class,
determining the probability of occurrence has

supreme priority. This calls for promotion of the nec-
essary research (Table H 2.1-2). Furthermore, inter-
national monitoring needs to be ensured through na-
tional and international risk centers. Here, the Coun-
cil relies above all upon the establishment of a UN
Risk Assessment Panel, whose task would be to net-

Unknown risk: 
Pursuit of strategies 

in Section G 4

Are the probability 
and extent of the risk known?

Damocles

Pandora

Cyclops

Pythia

Cassandra

Medusa

Normal risk: 
Not the subject of this study

Is the risk located 
in the normal area?

Assignment to which 
class of risk?

in normal 
area

yes

no

not in 
normal 
area

Reducing disaster potential

Ascertaining probability of occurrence

Improving precautions

Providing substitutes

Strengthening long-term responsibility

Building confidence

Priority strategy:

Figure H 2.1-1
Decision tree for classifying the risks of global change.
Source: WBGU
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work the national risk centers and to collate and
evaluate the knowledge gained about global risks.
The tasks, structure and functions of this Panel are
explained in detail in Sections F 6.3.1 and H 2.2.

The second strategy for action is aimed at pre-
venting undesirable surprises and safeguarding soci-
ety against these. One option for doing this is to in-
troduce a strict liability regime. Under certain pre-

conditions, mandatory insurance (or possibly a fund
model) should be considered. The tools for strength-
ening human-resource and institutional capacities
and the technological measures correspond largely
to those set out for the Damocles class above.

The third strategy, disaster management, applies
the same tools as in the Damocles class.

Table H 2.1-1
Strategies and tools for the
Damocles risk class. The
main problem in this class is
the high disaster potential.
Source: WBGU

Strategies Tools

1. Reducing • Research aimed at developing substitutes
disaster potentials and reducing the disaster potential

• Technological measures for reducing the 
disaster potential

• Stringent liability regimes
• International safety standards authority
• Subsidization of alternatives that have equal utility
• Containment (minimizing the spread of damage)
• International coordination (e.g. to mitigate meteorite 

hazards)

2. Strengthening resilience • Human-resource and institutional
capacity building (licensing procedures, monitoring,
training etc.)

• International liability commitments
• Expansion of technological procedures by which

to improve resilience (redundancy, diversity etc.)
• Blueprint for resilient organizations
• Model role: licensing procedures
• International controls (IAEA)

3. Emergency management • Human-resource and institutional
capacity building (emergency prevention, preparedness 
and response)

• Education, training, empowerment
• Technological protective measures,

including containment strategies
• International emergency groups (e.g. fire services,

radiation protection etc.)

Table H 2.1-2
Strategies and tools for the
Cyclops risk class. The main
problem in this class is the
uncertainty of occurrence.
Source: WBGU

Strategies Tools

1. Ascertaining the probability • Research to ascertain numerical probability P
of occurrence P • International monitoring through

– National risk centers
– Institutional networking
– International Risk Assessment Panel

• Technological measures aimed at estimating
probabilities

2. Preventing surprises • Strict liability
• Compulsory insurance for risk generators

(e.g. floods, settlements)
• Capacity building (licensing procedures,

monitoring, training etc.)
• Technological measures
• International monitoring

3. Emergency management • Human-resource and institutional capacity building
(emergency prevention, preparedness and response)

• Education, training, empowerment
• Technological protective measures,

including containment strategies
• International emergency groups (e.g. fire services,

radiation protection etc.)
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Strategies for the Pythia risk class
In the Pythia class, which is characterized by particu-
larly high uncertainties concerning both components
of risk – probability and severity – it is similarly nec-
essary to improve knowledge, particularly in basic re-
search (Table H 2.1-3). However, compared with the
Cyclops class, an even stronger focus needs to be
placed on precautionary strategies, as the liability
principle can possibly only be enforced to a limited
extent and the severity of effects can assume global
proportions. Regulatory impositions and contain-
ment measures are generally indispensable in this
area.

Concerning precautions, the Council recommends
pursuing a strategy that employs tools such as the
ALARA (As Low As Reasonably Achievable) prin-
ciple or the ‘best available scientific knowledge and
technology’ test, under which the sum of the costs of
not implementing risk reduction policies plus the
costs of risk reduction policies implemented is to be
kept as low as possible. Limiting the sphere of action
and impacts in which the risk is permitted is also an
important precautionary tool. The severity of an un-
predictable disaster can thus be contained expedient-
ly. Instruments of liability law are, in principle, rec-
ommended here, too, but are possibly not always en-
forceable. This is why the use of fund models should
also be considered. Global Pythia-type risks call for
international institutions in order to carry out con-
trols and monitoring and to put in place safety pre-
cautions. Tools aimed at containing the spread of
damage, strengthening human resources and institu-

tional capacities and improving resilience have al-
ready been discussed for the previous two classes of
risk.

The second strategy is to improve knowledge in
order that future risk analyses can deliver more reli-
able appraisals. This necessitates research to identify
probabilities and possible severities. An internation-
al early warning system is further necessary here, as
in the Cyclops class.

The specific tools of damage management are
very similar to those of the previous risk classes. The
distinguishing feature here is the limitation of dam-
age severity through local restrictions upon risk-gen-
erating activities.

Strategies for the Pandora risk class
The Pandora class of risks is characterized by uncer-
tainty as to both probability and severity (only as-
sumptions) and by high degrees of persistency and
ubiquity (Table H 2.1-4). As the negative effects of
these risk sources are still unknown, but can, in the
worst case, assume global proportions with irre-
versible consequences, there is an urgent need for re-
search efforts to develop substitute substances, and
for regulatory measures aimed at containing or re-
ducing these sources of risk. Implementation needs
to cover the international context, too.

In the Pandora class, the provision of substitute
substances or processes has priority over all other
strategies. As concerns researching and developing
substitutes, the same applies in principle as in the
Damocles class. Beyond this, the Pandora class re-

Table H 2.1-3
Strategies and tools for the
Pythia risk class. The main
problem in this class is the
low certainty of assessment,
in conjunction with
plausible scenarios
suggesting high damage
potentials. P signifies the
probability of occurrence
and E the extent of
damage.
Source: WBGU

Strategies Tools

1. Improving precautions • Institutionalized, precautionary technical standards such
and mitigating effects as ALARA, BACT, state-of-the-art etc.

• Fund solutions
• Mitigation (minimizing the spread of damage)
• International agreements

on control, monitoring and safety measures
• Human-resource and institutional

capacity building (licensing procedures, monitoring,
training etc.)

• Technological measures aimed at enhancing resilience
(redundancy, diversity etc.)

2. Improving knowledge • Research to ascertain P and E
• International early warning structure through:

– National risk centers
– Institutional networking
– International Risk Assessment Panel

• State-sponsored (basic) research

3. Emergency management • Containment strategies
• Human-resource and institutional capacity building 

(emergency prevention, preparedness and response)
• Education, training, empowerment
• Technological protective measures
• International, rapidly deployable task forces

(e.g. for decontamination)
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quires wide-ranging basic research that needs to be
promoted accordingly.

In a second step, the risk potentials should be re-
duced by minimizing, locally containing or even com-
pletely prohibiting certain sources of risk. Here, a
command and control approach is suitable, for in-
stance through quantitative restrictions by means of
environmental standards, and economic incentive
systems using certificates. In some cases, the imple-
mentation of a strict liability regime is also appropri-
ate. Technological approaches to risk reduction and
strengthening human resources and institutional ca-
pacities apply as in the previous classes of risk.

Strategies for the Cassandra risk class
With Cassandra-type risks, there is scarcely any un-
certainty, but people dismiss these risks in view of
their gradual form or the time lag between triggering
event and occurrence of damage (Table H 2.1-5). Fre-
quently, the short-term legitimization of politicians
brought about by short periods of office leads to a
lack of motivation to tackle such long-term threats.
Here, the Council takes the view that long-term re-
sponsibility needs to be strengthened worldwide, by
means of collective self-commitments (such as codes
of behavior of multinational corporations), by means
of global institutions with a long-term perspective
(UN Risk Assessment Panel) and by means of inter-
national conventions. To minimize the risks them-
selves, restricting the emissions of substances is a
suitable tool.

Where there is a substantial time lag between trig-
gering event and damaging effect, appropriate in-
struments need to be used to strengthen long-term
responsibility to future generations. Here, the Coun-

cil relies primarily upon voluntary commitments of
states and important actors (such as multinational
corporations or reinsurers). Fund models may also
be useful here.At the more individual level, those po-
tentially affected can gain more capacity for action
through a combination of participation and empow-
erment, thus receiving impulses for long-term re-
sponsibility vis-à-vis their own life world.

The second priority is to continuously reduce risk
potentials by developing alternatives in the form of
substitute substances and processes, and containing
unsubstitutable risk potentials through quantitative
limits or at least limits upon the scope of application.
The requisite tools have already been discussed for
the other risk classes.

Strategies for the Medusa risk class
The Medusa class of risks requires measures aimed at
building confidence and improving knowledge in or-
der to reduce the remaining uncertainties (Table
H 2.1-6). Public education alone does not suffice
here. Those affected must also be involved in the
structuring of their own life worlds, and must con-
structively integrate in their own decisions the uncer-
tainties and contradictions that remain intrinsic to
these risks.

In this class of risk, the severity of effects and the
probability of their occurrence are low, but the po-
tential for mobilization is particularly high. In order
to be able to make the public aware of the actual
severities and probabilities, confidence needs to be
built first of all. Independent institutions providing
open information about the findings of scientific re-
search but also about the purely hypothetical charac-
ter of many fears can play a role here. Furthermore,

Table H 2.1-4
Strategies and tools for the
Pandora risk class. The main
problem in this class is the
uncertainty of both the
probability and extent of
damage, in conjunction with
high degrees of persistency
and ubiquity.
Source: WBGU

Strategies Tools

1. Developing substitutes • Research aimed at developing substitutes
• Technological measures aimed at disseminating

and enforcing substitutes
• Promotion of basic research
• Subsidization of alternatives that have equal utility

2. Enforcing restrictions upon • Regulatory limitation of quantities, through
substance quantities and – environmental standards or
dispersal, through to outright – incentive schemes (certificates)
bans • Strict liability, where appropriate

• Improving and extending
retention/containment technologies

• Command-and-control limit values and bans
• Capacity building (technological know-how,

technology transfer, training)
• Joint Implementation

3. Emergency management • Human-resource and institutional capacity building
(emergency prevention, preparedness and response)

• Technological protective measures,
including containment strategies

• Education, training, empowerment
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those affected should have an opportunity to partici-
pate actively in structuring their life world. This con-
fronts them with decisions that frequently involve
making a choice between options that constitute dif-
ferent levels of risk. When weighing these risks, they
must then decide themselves to what extent they ac-
cord more weight to the often poorly founded fears
in the public than to the proven damage potentials of
alternative options. Affected parties should also be
able to participate in licensing procedures in order to
weigh for themselves the value conflicts and to select
the most acceptable from the ran-ge of options. To

deal with the problem of Medusa-type risks in soci-
ety, social science research that studies mobilization
potentials and the social handling of risk conflicts
needs to be promoted.

For this class, too, the knowledge of presumed risk
potentials should be improved.There is a need for re-
search to improve the certainty of assessments and
for basic research. In addition, effective and credible
risk communication measures need to be instituted.

Strategies Tools

1. Building confidence • Establishing independent institutions for 
information and public education

• Improving opportunities for individuals to participate
in decisions affecting their own life worlds,
with an obligation to choose among conflicting options

• Promotion of social science research
on mobilization potentials

• Model function: licensing procedures with 
participation rights of affected parties 

• International controls (IAEA)
• International liability commitments

2. Improving knowledge • Research aimed at 
improving the certainty of risk assessments

• State-sponsored (basic) research

3. Communicating risks • Clear presentation of the cause-effect
relationships between triggers and
consequences

• Intensified environmental education in schools and
in adult education

• Direct feedback of measured data 
to the public

Table H 2.1-6
Strategies and tools for the
Medusa risk class. The main
problem in this class is the
high mobilization potential,
while the probability and
extent of damage tend to be
low.
Source: WBGU

Table H 2.1-5
Strategies and tools for the
Cassandra risk class. The
main problem in this class is
the delay between triggering
event and damage (high
latency, insidious risks).
Source: WBGU

Strategies Tools

1. Strengthening long-term • Voluntary commitments, codes of conduct
responsibility of global actors

• Coupling participation, empowerment
and the institutional bolstering of long-term 
strategies

• Remedying state failure
• Fund models
• International coordination

2. Steady reduction through • Incentive schemes (certificates and levies)
substitutes and • Strict liability, where appropriate
quantitative restrictions, • Quantitative restrictions through
through to outright bans environmental standards (also international)

• Improving and extending
retention/containment technologies

• Human-resource and institutional capacity building
(technological know-how,
technology transfer, training)

• Joint Implementation

3. Contingency management • Human-resource and institutional capacity building
(ecosystem restoration,
emergency prevention, preparedness and response)

• Technological protective measures,
including containment strategies

• Education, training, empowerment
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H 2.2
Key recommendations for transnational and
global policies

H 2.2.1
Extending strict liability

We find that there is an array of global trends which
may compromise the sustainability of society (for in-
stance, growing world population, economic devel-
opment, socio-economic interpenetration of nations
and economies). Reactions to this can take two
forms. One approach is to attempt to use expert stip-
ulations, technology assessment and consensual de-
bate in society to define a development path that
proves to be sustainable. At the global level, limits
are imposed upon such an approach by the diversity
of preferences and interests, disparities in the risk ac-
ceptance of individual societies and gaps in available
knowledge. There are, however, global environmen-
tal risks for which a global consensus is emerging
concerning the developments that are viewed as un-
desirable and unsustainable. Thus for climatic risks,
for instance, (variable) ‘guard rails’ or ‘development
corridors’ can be stated which should not be over-
stepped or left (WBGU, 1995b, 1997b; Klemmer et
al., 1998b).

This approach has its limits. Limited knowledge of
the consequences of today’s actions for the future
and the associated assessment problems, in conjunc-
tion with limited capacity to control complex eco-
nomic and social systems, hamper a stringent formu-
lation of ‘guard rails’ and targeted direction of sys-
tems. Sustainability is thus not so much a definable
target than rather a charge upon the people living to-
day to develop rules and regulations that point the
production of knowledge in a direction guided by
long-term perspectives. Furthermore, through timely
revelation of the negative implications of today’s ac-
tivities, these rules and regulations should make it
possible to trigger rapid societal adaptation reactions
in terms of risk reduction (Klemmer et al., 1998a).
Sustainable societies must thus be continuously inno-
vating and learning systems equipped with incentive
arrangements for risk reduction.

The Council therefore accords great importance
not only to creating new knowledge, but also to mo-
bilizing the potentials of problem-solving compe-
tence which are available decentrally within society
but unknown to any central agency. This is above all
a matter of revealing previously unidentified risks
and promoting the innovation of new, less risky lines
of technological development. Because an assess-

ment of risk consequences is not possible, or only to
a limited extent, appropriate incentives should be
provided for the production and mobilization of
knowledge. In addition to promoting basic research,
this further entails guaranteeing room for maneuver,
and thus also assigning clearly defined property and
utilization rights (Kerber, 1998).The door can thus be
opened to diverse searching processes, taking place
in the market under competitive conditions, which
are able to reveal errors and avoid mistakes in time.
An important element in such processes is the en-
forcement of the liability principle, which, due to its
preventive effect, can contribute to precluding dam-
age. As the Council has repeatedly stressed, the pre-
ventive side of liability is the main aspect. This pre-
ventive effect is enhanced if the risks in question are
insurable. The insurance companies will then set up
expert groups to assess these risks and will arrive at
premiums reflecting their assessments. This will in
turn lead to the acceleration of risk-reducing knowl-
edge production – for insurer and insured alike will
conduct risk research in their own best interests in
order to avoid faulty assessments and in order to lim-
it losses and reduce the probability of these losses oc-
curring.

Where risks are found to be uninsurable, this
might well have the effect that the risk-generating ac-
tivity is discontinued. If that is not in the interest of
the state, liability must be limited.

H 2.2.2
Precautionary knowledge production

Knowledge of the causes, mechanisms and adverse
effects of possible, undesired events forms the basis
for managing global environmental risks. The pro-
duction of new knowledge, however, which is gener-
ally by processes of technological innovation, can it-
self generate new risks with previously unknown
characteristics. In a highly dynamic society, policy-
makers are under a particular obligation to ensure
that the ‘ignorance coefficient’ – the ratio between
the totality of risks and the relevant prevention and
management knowledge – at least does not deterio-
rate.

The ignorance coefficient can be positively influ-
enced by issue-focused risk research tackling such
hazards that are known or that can at least be sur-
mised. It follows that it is essential to maintain or in-
deed even raise the high standards that research has
reached in this field (from technology assessment to
global systems research). This cannot be delivered
for free, but the requisite expenditure is politically
reasonable.
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Managing still unknown or not systematically
identifiable risks that may perhaps be far in the fu-
ture is a much more problematic situation. Here,
clearly defined, objectives-oriented knowledge pro-
duction with short-term safety yields is impossible.
The Council has discussed this situation repeatedly
and in detail elsewhere.

Proactive risk management does not turn on ad-
hoc knowledge production, but on a store of knowl-
edge produced in advance.This can only be delivered
by broad, ‘value- and purpose-free’ basic research.
Only a continuously replenished and extended stock
of knowledge not subject to direct exploitation re-
quirements will make it possible to discover complex
risk constellations coincidentally, in passing or play-
fully, and to find management strategies in a similar
manner. This is why the Council advocates an undi-
minished basic funding for the environmental sci-
ences in the broadest sense, whereby the long-term
objective must be to significantly improve our under-
standing of the interconnections in the Earth System.
Such research will uncover real risks which are
presently not visible in the slightest, but will presum-
ably be amenable to management by appropriate
measures.

The Council notes in this connection that research
thrives on diversity and competition: it would be a
dangerous fallacy to assume that basic research can
be made ‘leaner’ through rigidly avoiding duplication
and parallel efforts – such as by commissioning one
institute worldwide with researching one specific
compartment of the ecosphere. Quite the contrary –
a spectrum of opinions, approaches and methods is
necessary in order to subject the space of possible
risk constellations to a sufficiently tightly meshed
scan. This applies particularly to simulation models
for the climate, ocean circulation, vegetation dynam-
ics and so forth, where it is precisely a broad spread
of different research designs and realization that will
permit the coincidental identification of critical – i.e.
not evident – hazard aspects. Knowledge is venture
capital, and this capital needs diversification!

H 2.2.3
International mechanism for risk detection and
assessment

Knowledge thus holds the key to risk management –
but the key must also be used.Worldwide, this use has
in the past been completely inadequate. Various fac-
tors have been responsible for this inadequacy: insuf-
ficient integration of specialist knowledge, asymmet-
rical access to knowledge, ineffective structures of
knowledge transfer and so forth. We do not mean
here the implementation of insights in concrete ac-

tions for dealing with risk, but a preliminary stage
where knowledge provides an indication of the need
to act. Particularly in terms of global environmental
threats, there can as yet be no talk of any such pro-
cessing of the already available insights. Here action-
relevant risk knowledge would need to make global
hazard potentials visible in a geographically explicit
manner. Concerning, for instance, the perspectives of
global food security, we presently have nothing more
than an array of speculations, built on shaky ground,
that do not even begin to make use of the knowledge
already available today (e.g. on the impacts of ex-
pected climate change or continuing soil degradation
processes).

The Council therefore recommends that a (UN)
Risk Assessment Panel be established. The essential
functions of this Panel should be similar to those of
the Intergovernmental Panel on Climate Change
(IPCC), but the task of the (UN) Risk Assessment
Panel would be less to analyze already detected risks,
and more the timely and integrated detection of nov-
el risks of global import that are only just beginning
to become visible.

The (UN) Risk Assessment Panel should not con-
duct research of its own, but should underpin and
stimulate existing relevant research structures, con-
dense their findings and – after a comprehensive in-
ternational scientific assessment process – present
these to policy-makers in a purposeful form. The
main aim would be to establish a network node in
which various national risk identification and assess-
ment processes come together, are collated and coor-
dinated. Thus, under the aegis of this Panel, certain
tasks or functions set out in Section F 6 could partial-
ly be delegated to already existing international or-
ganizations or institutions. Such a Panel would not in-
volve founding a new international organization, but
would make use of the capacities and competencies
of existing bodies.

In particular, the Panel should assume five focal
tasks:
• Early warning system. For an international net-

working of early detection and early warning, as
much scientific data and findings of early detec-
tion research as possible should be collected, sys-
tematized and synthesized worldwide.This can en-
sure reliable forecasting of impending threats. A
precondition would presumably be to support cer-
tain countries in the creation of national early de-
tection systems or risk centers, particularly in vul-
nerable areas.

• Evaluation of monitoring. The Panel should eval-
uate the findings of monitoring systems in a time-
ly and action-focused manner. The task would be
to monitor, control and regulate risk potentials. In
order to ensure effective monitoring, states would
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need to commit themselves to certain technical
and organizational standards. The review of and
compliance with these standards could be the re-
mit of an international safety standards authority
(Section H 2.2.4), which could be modeled on in-
stitutions such as the International Atomic Ener-
gy Agency (IAEA). International monitoring can
only be effective if national monitoring structures
are effectively coordinated through institutional
linkages.

• Knowledge production and dissemination. A (UN)
Risk Assessment Panel can function as a multipli-
er of ‘risk knowledge’ by making available to all
interested actors the scientifically substantiated
findings of risk analysis and risk assessment (Sec-
tion C). In addition, the Panel should stimulate,
support and coordinate basic risk research in or-
der to close the gaps in knowledge relating to the
analysis and assessment of certain risk potentials
(in the transitional area, see Section C).

• International risk evaluation methodology. The
proposed (UN) Risk Assessment Panel could also
contribute to ensuring that a uniform method of
risk analysis and assessment attains collective va-
lidity. Risk assessments would then become easier
to compare and to operationalize. The Council
proposes basing such a methodology on the differ-
entiation according to normal, transitional and
prohibited areas set out in Section C. Global risk
potentials would need to be treated in accordance
with this risk classification. This means that a col-
lectively recognized risk assessment procedure
would evaluate those risk potentials that are lo-
cated in the prohibited area as being unaccept-
able, and would ban them. Risk potentials located
in the transitional area would need to be handled
by regulatory policies, whereby considerable im-
portance would attach to continuous knowledge
production.

• Focusing on essential issues and determining the
‘safety margin’. The (UN) Risk Assessment Panel
should identify the essential policy domains (per-
haps four or five), concentrate its work on these
and determine for these the respective ‘safety
margins’, i.e. the just acceptable boundary zones to
intolerable conditions.

The function of the Panel would thus be to condense,
in an interdisciplinary fashion, the scientific research
on the risks of global change (policy-oriented weigh-
ing of all individual findings). In this, it should make
all efforts to be:
• Independent of the direct interests of individual

states,
• Independent of the direct exploitation interests of

private industry,
• Independent of the direct influence of non-state

political associations and lobby groups.
The (UN) Risk Assessment Panel should moreover
serve as a – scientifically substantiated – interface be-
tween non-state actors (environmental and develop-
ment organizations, industry federations) and the
body politics, by permitting submissions of non-gov-
ernmental organizations and scientifically examining
and assessing these. A further important task of the
Panel would be to inform both state and non-state
actors (at all levels) about the state of knowledge of
all environmental risks of international relevance.

H 2.2.4
Building effective capacities for dealing with risk

The above recommendations are geared to ensuring
that environmental risks cannot arise in the first
place, or are detected early on and assessed properly.
However, these political measures will not lead by
themselves to a complete prevention of global haz-
ard potentials, nor to a total suppression of regional-
ly damaging events. It remains essential to transpose
knowledge into action and contingency measures.
There is a lack of the necessary institutional and tech-
nical capacities. This already applies to many indus-
trialized countries, and all the more to most develop-
ing countries. At the international level, we can only
find the first rudiments. The Council makes the fol-
lowing recommendations in this area:
• Enhancing national and international civil protec-

tion. Almost all of the risks of global change call
for investment in emergency prevention, pre-
paredness and response capacities.Where existing
mechanisms are not fully operative, the establish-
ment of new structures should be considered in or-
der to resolve acute problems.At the national lev-
el, each government will have to make its own pro-
visions, whereby the financially constrained devel-
oping countries should be offered financial and
technical assistance by the international commu-
nity. At the international level, the establishment
of supra-state ‘stand-by’ emergency response units
should be considered. The emergency relief units
of the Red Cross or the international task force for
decontamination at the IAEA are examples of
such units.These could be expanded to form ‘rapid
deployment forces’ and, with due regard to con-
siderations of national sovereignty, could be spe-
cially trained to deal with environmental disasters.
The control center for these units should be inte-
grated in an international organization in the
United Nations system, and closely linked to the
(UN) Risk Assessment Panel proposed above. It
also needs to be examined in this context whether
the implementation of a voluntary international
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environmental inspection system could enhance
risk regulation and remediation.

• Strengthening non-state actors, in particular NGOs.
Strengthening non-state environmental associa-
tions could form a crucial element in the long-
term management of global environmental risks.
In intrastate politics, it needs to be considered to
what extent environmental associations might be
allowed to use collective litigation (or individuals
might be allowed to bring environmental citizen
suits) to champion the interests of the environ-
ment and of future generations more effectively
than has been the case in the past. However, there
are concerns that an unconsidered widening of av-
enues of litigation, or indeed the introduction of
public-interest popular action in environmental
law, may create opportunities for abuse, and may
further lead to international competitive distor-
tions. Nonetheless, a careful broadening of access
to justice would correspond to the general tenden-
cy of European Community law.A precondition to
this would be to promote a culture of open com-
munication, in firms, in municipalities and within
states – a culture open to different value judg-
ments and different notions of what constitutes
environmental quality and the quality of life. In in-
ternational politics, environment and develop-
ment groups have attained ever growing impor-
tance. In some arenas, non-governmental organi-
zations (NGOs) are already granted the right to
be heard at diplomatic conferences and within the
United Nations system, and have access to many
documents. It should be examined to what extent
NGOs could be integrated even more effectively
in the international negotiation and implementa-
tion processes. With a view to a global strategy for
dealing with risk, the Council recommends an ex-
tensive right of NGOs (including industry federa-
tions) to initiate proceedings in the proposed
(UN) Risk Assessment Panel. Here, the problem
of a possible lack of legitimization of non-state ac-
tors needs to be taken into consideration.

• Promoting self-help potentials in developing coun-
tries. In its previous reports, the Council has re-
peatedly noted that the risks of global change are
distributed very unevenly among the countries
and populations of the world. People in develop-
ing countries are particularly at risk. Strengthen-
ing capacities to cope with these risks in the devel-
oping countries, particularly among the poor, who
are those most at risk, is therefore an important el-
ement of effective global risk policy.A further rea-
son why combating poverty through self-help is
such an important part of global risk prevention
and attenuation policy is that it not only aims at a
broad impact, but at the same time stimulates

structural reform in state and society. In some cas-
es, the basic essentials for an effective handling of
the risks of global change first need to be created,
namely the basic structures of an issue-focused
state administration. Here, too, the international
community is called upon to exercise solidarity. In
sum, further technical and financial development
cooperation can be brought to bear in such a way
that the potential extent of damage of risks is sig-
nificantly reduced. Through its three focuses –
‘poverty alleviation’, ‘environmental protection
and the conservation of natural resources’ and ‘ed-
ucation and training’ – German development co-
operation already makes an important contribu-
tion to hand-ling the risks of global change.
Nonetheless, the available funding does not suf-
fice. The Council has therefore repeatedly called
for a significant boost in government funding for
development cooperation (WBGU, 1996–1998a).
The capacity of a society to deal with the risks of
global change, its knowledge of causation and
cause-effect linkages and its ability to communi-
cate about risks depend directly upon the level of
education and the available scientific competence.
But the education sector is an area where the
North-South gradient has become particularly
steep in recent years. The production of risk
knowledge in the innovation process is gaining
particular importance for those countries whose
industrialization is only just beginning, and where
crucial decisions are due to be taken in the future
in key sectors of the economy. Knowledge transfer
in all purposeful forms between industrialized and
developing countries is thus an indispensable in-
strument of global risk management. Here, the
(UN) Risk Assessment Panel proposed above
could play a pivotal role.

H 2.2.5
Ecological criteria in development cooperation

Even best-intentioned solidarity with the countries
and groups that are particularly vulnerable to global
change is doomed to fail if the recipients of solidari-
ty inputs do not themselves observe a number of ba-
sic rules concerning the protection of our common
environment. The Council therefore recommends
giving greater consideration to ecological criteria in
development cooperation.

Environmental protection was included by the
German government in 1975 in its catalog of devel-
opment policy objectives, and was declared in 1986 to
be one of the five thematic foci of development co-
operation. Since the Rio Earth Summit, this trend has
gathered momentum. More than a quarter of all bi-
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lateral development cooperation commitments now
relate to the field of environmental protection. In re-
cent years this has amounted to more than DM 1 bil-
lion.

The Council views these activities as a very impor-
tant contribution to reducing global environmental
risks. It welcomes the fact that environmental accept-
ability has now been integrated as an element in the
project promotion procedures of the German Feder-
al Ministry for Economic Cooperation and Develop-
ment (BMZ). Environmental standards should gain a
higher priority in the future as a basis of develop-
ment cooperation. In this connection, the ongoing ef-
forts of the OECD Development Assistance Com-
mittee to harmonize the protection and monitoring
measures of the various donor countries deserve sup-
port. Not least, it should be examined at the Euro-
pean Community level whether the protection of the
global environment should be enshrined as a Com-
munity-wide objective of development cooperation
through insertion in Article 130u para 2 of the EC
Treaty (or, after entry into force of the Amsterdam
Treaty, Article 177 para 2).

H 2.2.6
Promoting risk awareness

If indispensable socio-economic opportunities are to
be seized, then there is no risk-free path for a dy-
namically developing global community. In fact, a
policy of risk aversion can be all the more hazardous
over the long term, as avoiding known hazards can
mean foregoing opportunities for later handling cur-
rently unknown risks. However, global change har-
bors risks with novel characteristics (e.g. the danger
that ocean circulation patterns are changed) which
concern practically everyone on the planet, albeit in
most cases with a highly asymmetrical distribution of
consequences, and whose potential effects can ex-
tend far into the future of humankind. This special
quality of risk demands a new quality of risk respon-
sibility such as can only be assumed by the ‘risk-
aware citizen’.

The risk-aware citizen
• Should be adequately informed about the current

state of knowledge of global environmental risks,
• Should be involved to the greatest possible extent

in really critical decisions on the acceptability of
certain environmental risks, and

• Should continue to monitor and observe the con-
sequences of previous risk decisions and demand
changes in policies if previous assumptions have
been proven wrong.

The Council recommends that the German Federal
Government examines whether the existing tools for

promoting these three principal elements of risk-
awareness have in the past really been exploited, and
whether these tools should be further developed.The
not exactly confidence-inspiring events surrounding
BSE and shipments of radioactive material give am-
ple reason to presume that distinct improvements are
indeed possible here.

This endeavor needs to address two fundamental
challenges: firstly, when dealing with global hazards –
i.e. in particular hazards that transcend national
boundaries and human generations – competent, fair
and efficient forms of political representation and
participation need to be developed. It is around this
challenge that the debate on the perspectives of
‘global governance’ currently revolves. The process
of forging and implementing the UN Framework
Convention on Climate Change (FCCC) may offer a
paradigm for what could correspond in the global
context to local consensus-building processes (in-
cluding ‘round tables’).

Secondly, risk-awareness is not an objective whose
realization devolves entirely to politicians or public
authorities. Opportunities for information, discourse,
co-determination and joint responsibility must be
made use of by the ‘global citizen’. This summary
ends with a call to all those who feel themselves or
their descendants put at risk by global environmental
changes to engage in a risk partnership. Even relative
safety is not an asset that can be made freely fungible
– not by any collectivity, no matter what kind.
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➥ cross-reference within glossary

Cassandra refers to a class of risks of global change in
which both the ➥ probability of occurrence and
the ➥ damage potential are known and high. De-
spite this, there is little concern in the present be-
cause the damage will only occur after a long peri-
od.

Certainty of assessment is the degree of reliability
with which the two prime components of risk can
be determined, namely ➥ probability of occur-
rence and extent of damage.To state a specific cer-
tainty of assessment, these components must be
identifiable. No statement is possible where ➥ ig-
norance or indeterminacy prevail. Where the dis-
tribution function of probabilities of occurrence
and their corresponding ➥ damage potentials are
known, certainty of assessment is high. Where the
function has broad error corridors, certainty of as-
sessment is low. We speak of statistical uncertain-
ty in cases where the certainty of assessment can
be quantified by statistical techniques (for in-
stance by stating ➥ confidence intervals).

Compensability is the possibility of providing injured
or aggrieved parties with compensation such that
the utility to them represented by the compensa-
tion and the lost utility to them represented by the
➥ damage are roughly in balance, insofar as and to
the extent that the original state cannot be rein-
stated or, for other reasons, should not be reinstat-
ed.

Confidence intervals indicate the range of variance
of the two prime determinants of risk, namely ex-
tent of damage and ➥ probability of occurrence.
They are thus a measure of statistical uncertainty.
However, the latter can only be stated if the cer-
tainty of assessment can be quantified by means of
statistical techniques.

Core problems of global change are, in syndrome
analysis, the global change phenomena of central
importance. In the syndrome approach, they ap-
pear either as particularly dominant trends of
global change, such as climate change, or consist of
several interrelated trends. One such ‘megatrend’
is the core problem of ‘soil degradation’.

Critical area means, in the terminology of the Coun-
cil, a category of risk in which the uncertainty of all
risk parameters is high, the ➥ damage potential
can be severe and the probability of occurrence is

high. ➥ Persistency, ➥ ubiquity and ➥ irreversi-
bility are high.Within the critical area, the Council
distinguishes between the ➥ transitional area and
the ➥ prohibited area.

Cyclops refers to a class of risks of global change in
which the ➥ probability of occurrence is uncer-
tain, while the maximum ➥ damage is largely
known.

Damage means the destruction, diminution or im-
pairment of concrete or abstract values. These in-
clude loss of goods that have money value (prop-
erty loss), loss of opportunities in life (e.g. when
having to flee from a natural disaster) and loss of
quality of life (e.g. due to degradation of the nat-
ural environment). They further include forms of
immaterial damage, such as loss of confidence in
the integrity of policymakers. To perceive a dam-
age as such, there must be an evaluating subject.
The concept of damage is thus inherently anthro-
pocentric. A distinction is made between effective
or real damage, contingent damage and compen-
sation damage.

Damage potential is the sum of all possible forms of
damage that may be caused by an activity or
event.

Damocles refers to a class of risks of global change in
which the ➥ damage potential and the ➥ certain-
ty of assessment are high, but the probability of
occurrence is low.

Degradation of ecosystems means changes leading to
the loss or impairment of ecosystem functions.

Delay effect is one of the risk evaluation criteria used
by the Council. It expresses the possibility that
there is large latency between the causative event
and its consequential damage. Latency can be of
physical, chemical or biological nature. It can also
result from a long chain of variables.

Disposition means, in syndrome analysis, the struc-
tural susceptibility of a region to the syndrome in
question.

Effective damage or real damage is a category of
damage that involves the loss of real life values.
This includes damage to property and bodily or
mental harm – i.e. impairment of an object of legal
protection, a right or a legally protected interest.

Environmental action is court action that can be tak-
en without the plaintiff needing to demonstrate
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that his or her own rights or interests have been vi-
olated or impaired. Normally an impairment of
own rights or interests must be demonstrated in
order to seek remedies in court. In Germany, asso-
ciations have standing to sue in some circum-
stances (this is termed ‘Verbandsklage’). In the
USA, environmental action has been introduced
in the form of the ‘citizen suit’. In other countries,
too, there are moves towards allowing private per-
sons to assert environmental interests as public in-
terests in court.

Expected value of a risk means the expected extent
of damage. It is determined by integrating over all
possible instances of ➥ damage, weighted accord-
ing to their ➥ probabilities of occurrence.

Exposition means, in syndrome analysis, natural or
human-induced events or processes that are most-
ly of a short-term nature (e.g. sudden natural dis-
asters, rapid changes in exchange rates) and that
have the potential to trigger a syndrome in a vul-
nerable region – i.e. one with a ➥ disposition to
the syndrome in question.

Expression means biosynthesis of the functioning
product of a gene (e.g. an enzyme).

Global network of interrelations means, in syndrome
analysis, a qualitative network embracing all
trends of global change identified by the syn-
drome concept, as well as their interactions. The
global network of interrelations provides a highly
aggregated description of the global change sys-
tem in terms of its specific phenomena.

Guard rails demarcate, in ➥ syndrome analysis, the
domain of free action for the people-environment
system from those domains which represent unde-
sirable or even catastrophic developments and
which therefore must be avoided. Pathways for
sustainable development run within the corridor
defined by these guard rails. The Council sees the
guard rail model as an instrument which, by set-
ting clear priorities, enables the dilemma between
social, ecological and economic goals to be re-
solved.

Hazard is the circumstance of an objective threat
posed by a future damaging event that will occur
under certain conditions. In contrast, a ➥ risk is a
mental construct by which to characterize hazards
more precisely. Risk assessments must always re-
main approximations of the objective hazard, as

the latter can only be known with certainty after
the ➥ damage has occurred.

Ignorance means here the absence of knowledge
about both the ➥ probability of occurrence of a
damaging event and about its possible conse-
quences.

Incertitude means the fundamental inability of a risk
assessment to deliver a deterministic forecast of
damaging events. The Council distinguishes be-
tween ➥ ignorance, ➥ indeterminacy and ➥ sta-
tistical uncertainty. Incertitude embraces igno-
rance and indeterminacy and is a fundamental
property of risk, while the ➥ certainty of assess-
ment may be anywhere between extremely high
and extremely low values.

Indeterminacy means here a state of uncertainty in
which the extent of damage is largely known, but
no reliable statements can be made concerning the
➥ probability of occurrence.

Irreversibility is one of the risk evaluation criteria
used by the Council. It expresses the degree of
non-restorability of the state that prevailed prior
to occurrence of damage. In the environmental
context, this is primarily a matter of the restorabil-
ity of types in processes of dynamic change, not of
the individual restorability of an original state.

Medusa refers to a class of risks of global change in
which the ➥ mobilization potential is high, but the
possible threat is not statistically verifiable.

Mobilization potential refers to the violation of indi-
vidual, social or cultural interests and values that
leads to a corresponding reaction on the part of
those affected. Such reactions can include open
protest, the withdrawal of trust in decision makers,
covert acts of sabotage or other forms of resis-
tance. Psychosomatic consequences can also be in-
cluded in this category.

Normal area means, in the terminology of the Coun-
cil, the category of risk that is characterized by low
uncertainties of ➥ probability of occurrence and
of extent of damage, in all a rather low ➥ damage
potential and a low to medium probability of oc-
currence. In addition, levels of ➥ persistency and
➥ ubiquity of risk generators or consequences are
low and the reversibility of risk consequences
tends to be high. Risks located in the normal area
exhibit no substantial distortions between those
who are exposed to the risk and those who bene-
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fit. In such a constellation, the ➥ objective risk is
almost identical to the scientific risk assessment,
so that the risk can be described adequately by
means of a multiplicative weighting of extent and
probability, with due regard to variances.

Objective risk is an ideal quantity that can be defined
as a relative frequency of recognizable patterns of
distribution of damaging events when looking
back over the entire period of time during which
the event can occur at all. The fit between the as-
sessed risk and the objective risk will be all the
closer the more accurately the system is under-
stood, the more is known about the relative fre-
quencies and the smaller system change is.

Pandora refers to a class of risks of global change in
which there are high levels of ➥ persistency, ➥
ubiquity and ➥ irreversibility. The consequences
of these risks are often still unknown or there are
at best presumptions as to their possible adverse
effects. The magnitude of damage does not ap-
proach the infinite, but is large enough to justify
counteracting risk policies.

Persistency is one of the risk evaluation criteria used
by the Council. It expresses the temporal scope of
the damage or of the ➥ damage potential. The
persistency of ➥ damage is an important criterion
of intergenerational equity.

Probability of occurrence is one of the two prime cat-
egories of ➥ risk, the other being extent of dam-
age, and means the probability that an event oc-
curs which leads to ➥ damage.

Prohibited area means, in the terminology of the
Council, a category of risk located in the critical
area, where the risks are so severe that generally a
ban should be imposed unless there is a consensus
in society that these risks are to be accepted be-
cause of the associated opportunities.

Pythia refers to a class of risks of global change in
which both the ➥ damage potential and the ➥
probability of occurrence are largely uncertain.

Resilience is the capability of a system to return after
deflection or perturbation to a stable overall or lo-
cal state of equilibrium (also termed elasticity).

Risk refers, in a technical perspective, primarily to
two variables – the ➥ probability of occurrence of
a specific instance of ➥ damage, and the extent of
that damage. The social science perspective focus-
es on the aspects of societal and psychological risk

experience and ➥ risk perception, while socio-
economic approaches focus on risks to livelihood
security and the satisfaction of basic needs. As op-
posed to ➥ hazard, risk is a mental construct by
which to characterize hazards more precisely and
to organize them according to the degree of threat
that they pose, i.e. to image complex cause-effect
chains of chance events that have no direct coun-
terpart in reality.

Risk acceptance is a normative concept, indicating
which undesirable consequences are still tolerable
to a society and which are not, how much ➥ un-
certainty is acceptable in cases where conse-
quences can be catastrophic, and whether positive
and negative consequences are distributed equi-
tably.

Risk analysis is a term referring to efforts to ascertain
on the basis of observation, modeling and scenario
formation, using scientific methods and in a man-
ner as true to reality as possible, the ➥ probability
of occurrence of concrete damaging events or the
probability function of magnitudes of damage.
Risk analyses aim to determine the ➥ expected
value of a risk.

Risk evaluation comprises a set of techniques used to
arrive at rational judgments about a ➥ risk in
terms of its acceptability for society as a whole or
for certain groups or individuals. Scientific risk
analysis and the risk perceptions ascertained by
empirical studies provide inputs to risk evalua-
tion.

Risk management is the sum of measures instituted
by people or organizations in order to reduce, con-
trol and regulate risks. Such measures include po-
litically stipulated limit values, economic incen-
tives, liability regimes, planning techniques and
educational schemes.

Risk perception refers to a risk assessment based
largely upon personal experience, mediated infor-
mation and intuitive appraisals that have emerged
in the course of biological and later cultural evo-
lution. In addition to the two prime categories of
risk assessment – probability and magnitude of
damage – it integrates other risk characteristics
such as reversibility or distribution.

Risk vulnerability is an attribute of regions or of in-
dividual groups in society, referring to whether
they are more or less vulnerable than others to a
certain risk aggregate in terms of ➥ probability or
magnitude of damage.
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Statistical uncertainty is the quantifiable degree of
uncertainty of the two risk categories, ➥ probabil-
ity of occurrence and ➥ damage potential. It is de-
termined using the tools of classical statistics, e.g.
by stating a confidence interval. However, it can
also be expressed by stating subjective estimates.
Chance is expressed in two dimensions: in the
probabilities for a certain event (first order uncer-
tainty) and in the variance of damaging events for
given probabilities (second order uncertainty).

Sustainable development is generally understood to
be an environment and development policy con-
cept, that was popularized by the 1987 Brundtland
Report (“sustainable development is develop-
ment that meets the needs of the present without
compromising the ability of future generations to
meet their own needs”) and further detailed by
the 1992 Earth Summit in Rio de Janeiro.The Ger-
man Advisory Council on Global Change has cre-
ated, with its syndrome concept, an approach for
operationalizing the concept of sustainable devel-
opment.

Symptoms of global change (or ‘global trends’) are
anthropospheric or ecospheric phenomena that
are relevant for and characterize global change.
They represent variable or processual factors that
can be determined qualitatively. Examples include
‘population growth’, ‘enhanced greenhouse ef-
fect’, ‘growing environmental awareness’ or ‘ad-
vances in medicine’.

Syndromes of global change are functional patterns
of crisis-ridden people-environment relations.
They are characteristic, globally relevant constel-
lations of natural and anthropogenic trends of
global change and their interactions. Each syn-
drome – or ‘clinical profile’, to use a medical anal-
ogy – represents an anthropogenic cause-effect
complex involving specific environmental stresses,
and thus forms a specific pattern of environmental
degradation. Syndromes are trans-sectoral in na-
ture, i.e. they affect several sectors (such as the
economy, the biosphere or population) or envi-
ronmental media (soils, water, air), yet they are al-
ways related, directly or indirectly, to natural re-
sources. Syndromes can usually be identified in
different forms in many regions of the world. Sev-
eral syndromes may also occur simultaneously in
one region.

Transitional area means, in the terminology of the
Council, a category of ➥ risk located in a critical
zone (i.e. not in the ➥ normal area), where imple-

mentation of risk-reducing measures promises
movement towards the normal area.

Ubiquity is one of the risk evaluation criteria used by
the Council. It expresses the spatial distribution of
the ➥ damage or of the ➥ damage potential. It is
thus an important criterion of intragenerational
equity.
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Article 1
In order to periodically assess global environmen-
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Advisory Council on ‘Global Environmental
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(1)
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lished by the Council.

(2)
While preparing the reports, the Council shall pro-
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to state its position on central issues.

(3)
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prepare special reports and opinions on specified
topics.

Article 3
(1)
The Council shall consist of up to twelve members

with special knowledge and experience regarding the
tasks assigned to the Council.

(2)
The members of the Council shall be jointly ap-

pointed for a period of 4 years by the two ministries
in charge, the Federal Ministry for Research and
Technology and the Federal Ministry for the Envi-
ronment, Nature Conservation and Reactor Safety,
in agreement with the departments concerned. Reap-
pointment is possible.

(3)
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(4)
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Article 4
(1)
The Council is bound only to the brief defined by

this Decree and is otherwise independent to deter-
mine its own activities.

(2)
Members of the Council may not be members ei-

ther of the Government or a legislative body of the
Federal Republic or of a Land or of the public service
of the Federal Republic, of a Land or of any other ju-
ristic person under public law unless he or she is a
university professor or a staff member of a scientific
institute. Furthermore, they may not be representa-
tives of an economic association or an employer’s or
employee’s organisation, or be permanently attached
to these through the performance of services and
business acquisition. They must not have held any
such position during the year preceding their ap-
pointment as member of the Council.

Article 5
(1)
The Council shall elect a Chairperson and a Vice-

Chairperson from its midst for a term of 4 years by
secret ballot.

(2)
The Council shall set up its own rules of proce-

dure. These must be approved by the two ministries
in charge.

(3)
If there is a differing minority with regard to indi-

vidual topics of the report then this minority opinion
can be expressed in the report.

Article 6
In the execution of its work the Council shall be

supported by a Secretariat which shall initially be lo-
cated at the Alfred Wegener Institut (AWI) in Bre-
merhaven.

Article 7
Members of the Council as well as the staff of the

Secretariat are bound to secrecy with regard to meet-
ing and conference papers considered confidential
by the Council.This obligation to secrecy is also valid
with regard to information given to the Council and
considered confidential.

Article 8
(1)
Members of the Council shall receive all-inclusive

compensation as well as reimbursement of their trav-
el expenses. The amount of compensation shall be
fixed by the two ministries in charge in agreement
with the Federal Ministry of Finance.

(2)
The costs of the Council and its Secretariat shall

be shared equally by the two ministries in charge.

Dr. Heinz Riesenhuber
Federal Minister for Research and Technology
Prof. Klaus Töpfer
Federal Minister for Environment, Nature Con-

servation and Reactor Safety
May 1992

— Appendix to the Council Mandate —

Tasks to be Performed by the Advisory
Council Pursuant to Article 2, para 1

The tasks of the Council include:
(1)
Summarising and continuous reporting on current

and acute problems in the field of global environ-
mental change and its consequences, e.g. with regard
to climate change, ozone depletion, tropical forests
and fragile terrestrial ecosystems, aquatic ecosystems
and the cryosphere, biological diversity and the so-
cioeconomic consequences of global environmental
change. Natural and anthropogenic causes (industri-
alisation, agriculture, overpopulation, urbanisation,
etc.) should be considered, and special attention
should be given to possible feedback effects (in order
to avoid undesired reactions to measures taken).

(2)
Observation and evaluation of national and inter-

national research activities in the field of global envi-
ronmental change (with special reference to moni-
toring programmes, the use and management of data,
etc.).

(3)
Identification of deficiencies in research and coor-

dination.

(4)
Recommendations regarding the avoidance and

correction of maldevelopments.

In its reporting the Council should also consider
ethical aspects of global environmental change.
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actors 74, 135, 196, 220, 242, 245, 252, 254, 260, 278
affected people 80, 142, 161–162, 180, 185, 202, 251, 254,

256, 307
Africa 83, 130, 163, 177–178, 180–181, 192, 205
agriculture 75, 96, 113, 127, 180, 192, 204

– agricultural systems 190–191, 193
– cash crops 208
– food production 77, 81, 107, 190, 192

– high-yielding varieties 78, 107, 191

– intensification 95, 108, 205
– monocultures 97, 196, 203
– plant breeding 77, 104, 107, 191
– water requirement 191

Akademie für Technikfolgenabschätzung; see Stuttgart
Center of Technology Assessment

ALARA principle (As Low As Reasonably Achievable)
217–218, 306

algal blooms 97
– red tides 98

alien species; see also species 98–99, 101, 110
– golden apple snail 100
– invasion by alien species 93, 98–100
– rabbits in Australia 101

allergies 77, 189
– allergenicity in food 77

ammonia 112, 117, 129
areas of risk (in the 3-area model of the Council) 42, 218

– normal area 42, 44–45, 63, 215, 218
– prohibited area 42, 44, 55, 149, 218
– transitional area 42, 44, 55, 218, 303

Asia 83, 100, 128, 163, 174, 177, 180, 192
– Asian crisis 178

asteroids; see also comets and meteorites 143, 147–148
atmosphere-ocean circulation model (ECHAM4/OPYC)

113
Atomgesetz; see German Nuclear Energy Act
attitudes 163–164, 167
Austria 222

B
Bangladesh 141, 205
Basel Convention on the Control of Transboundary

Movements of Hazardous Wastes and Their Disposal 247
biocides 104, 121
biodiversity 96, 248, 298

– loss of biodiversity 50, 94, 100
Biosafety Protocol 107, 248
Brussels (EEC) Convention on Jurisdiction and the

Enforcement of Judgements in Civil and Commercial
Matters 229

Brussels Convention Supplementary to the Paris
Convention 227

Bundesministerium für wirtschaftliche Zusammenarbeit
und Entwicklung (BMZ); see German Federal Ministry
for Economic Cooperation and Development

C
cancer 61, 68, 80, 188, 223

– cancer risk 68, 254
– malignant melanoma 188

carbon monoxide (CO) 112, 143
Centers for Disease Control and Prevention (CDC) 86,

188
characteristics of risk

– delay effect 54, 121
– mobilization potential 54, 72, 78
– persistency 54, 59, 74, 84, 91, 105, 284, 292
– ubiquity 54, 56, 59, 74, 110, 284, 292

Charter of the United Nations; see also United Nations
(UN) 246

chemical industry 142, 161
– chemical accidents 176, 251
– large-scale chemical facilities 68, 71

Chernobyl 68, 71, 156, 165, 182, 227, 230, 282
chlorofluorocarbons (CFCs) 37, 245, 265, 267, 284, 287
climate 50, 126, 129, 145, 192, 195, 198

– climate change 50, 126, 128, 131, 133, 180, 192, 203
– climate models 128, 133, 284
– climate protection strategies 135
– climate risks 133, 198, 204
– climate variability 50, 126–127, 139
– climate window; see also tolerable windows approach

136–137
– global warming 59, 113, 126, 129, 131, 137
– heat balance 126
– ice ages 131
– ozone depletion 139, 186, 188, 284

Climate Convention; see United Nations Framework
Convention on Climate Change (FCCC)

coastal areas 126, 130, 138, 140, 182, 256
codes of conduct 250
comets; see also asteroids and meteorites 143, 147

– Tunguska event 143
companies; see also corporations 161, 174, 231, 239–240,

250, 260, 267, 271, 275, 277
conflicts 49–50, 134, 181, 201, 209, 252, 259
constancy 53, 94
Convention on Biological Diversity (CBD) 244, 247–248
Convention on Long-Range Transboundary Air Pollution

(LRTAP) 120
Convention on Civil Liability for Damage Resulting from

Activities Dangerous to the Environment; see Lugano
Convention of the Council of Europe

coping with risks; see dealing with risks
core problems of global change 49, 81, 127, 193, 300
corporations; see also companies 175, 199, 250, 256
Council of Europe 228, 230
culture 157, 159, 163, 166
cyclic events 37
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D
damage 36, 46, 57, 176, 204, 207, 217, 221, 227, 271

– affectedness; see also affected people 166
– compensability 55, 59, 210
– compensation damage 47, 205
– contingent damage 47, 207
– damage categories 46–48, 287
– damage index 48
– damage potential 47, 122, 127, 140, 144, 204, 207, 300
– damaging event 52, 56, 70, 216
– development damage 224
– distribution of damage 48
– ecological damage 102, 122, 141, 221
– effective or real damage 47, 207
– environmental damage 49, 125, 203, 222, 272
– extent of damage 36, 56, 76, 121, 142–143, 243, 286–287,

312
– mass damage 224

dams 68, 71, 169
– Boulder (now Hoover) Dam; see Hoover Dam
– Gabcikovo Dam 72
– Hoover Dam 71
– Koyna Dam 71
– Narmada Valley Project 72
– Three Gorges Dam 72

dealing with risks 40, 162–163, 167, 177, 182–185, 310
Desertification Convention; see United Nations

Convention to Combat Desertification in Countries
Experiencing Serious Drought and/or Desertification,
Particularly in Africa (CCD)

developing countries 50, 78, 86, 130, 134, 176–180, 190, 244,
256, 312

development disparities 50, 178, 193
– North-South gradient 176, 243, 312

discursive approaches; see also risk communication 159,
220, 254, 258, 261

distributional equity 54, 218
distributional problem 46, 127
DIVERSITAS (International Programme on Biodiversity

Science) 102
dose-response curve 58, 80, 111, 125
drinking water 50, 98, 124, 161, 182
droughts; see natural disasters

E
Earth System 47, 285, 292
earthquakes; see natural disasters
eco-audit; see also environmental policy tools 274–275
economic instruments

– cost-efficiency approach 219, 240–241
– customs duties 239
– discount rate 133, 216, 273
– funds 90, 220, 231–232, 243, 254
– levies 220, 237, 240
– risk premiums 237, 239–240
– subsidies 190, 220, 237

– taxes 220, 232, 240
– tradeable permits 232, 237, 240–241

economics 46, 48, 166, 216, 268, 270
ecosystems 94, 96–99, 100, 104–105, 107, 110, 113, 115, 120,

126
– acid inputs 113, 117
– agricultural ecosystems 76, 127, 130, 191
– aquatic ecosystems 100, 102, 122
– destabilization of ecosystems 102, 115, 119
– ecosystem functions 95–96, 210
– flux equilibrium 196
– food webs 94, 196

education 189, 220, 243, 257, 307, 312
El Niño/Southern Oscillation (ENSO) 128, 192

– La Niña 128
electromagnetic fields (EMF) 79–80
elemental cycles 112, 149
emissions 126, 130, 133–134, 205, 217, 237, 298

– emission certificates; see also economic instruments
134, 240

– emission control 135, 235
endocrine disruptors 124–125, 298

– estrogens 124
– hormones 124

environmental
– criticality 176, 179–180, 243
– degradation 50, 180, 191, 209
– impacts 105, 235, 275
– management 49, 249, 274
– monitoring 106, 198, 232, 273, 310
– policy 131, 237, 239

environmental bonds 272
environmental education; see education
Environmental Impact Assessment (EIA) 235, 254, 278
environmental law 217, 221, 226, 229, 234

– environmental private law 221–222, 228
– German Environmental Code (Umweltgesetzbuch,

UGB-KomE) 222, 235–236
environmental policy tools 237, 269–270, 273, 293, 301
environmental quality 239–240, 312
environmental systems 149, 194, 197, 284, 300

– bifurcation 195
– chaotic dynamics 194
– complexity 94, 170, 194–195
– control 197–198, 300, 309
– fuzzy logic 198
– hysteresis 195
– nonlinearity 194–195
– stability 94, 195–196

Europe 83, 97, 101, 104, 117, 119, 131, 227
European Commission (EC) 89
European Court of Justice (ECJ) 230
European Parliament 106
European Union (EU) 90, 134, 228
experts 52, 61, 80, 90, 98, 148, 166, 167, 251, 259

– advisory councils 257
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– study commissions 257
extreme events; see also natural disasters 140, 147, 203

F
feedstuffs 91, 117
fisheries 50, 96, 98
floods; see also natural disasters 72, 140, 144–146, 180

– flood control/protection 141, 146, 148
– Oder flood 148, 176
– runoff regime 141, 195
– water retention capacity 140

Food and Agriculture Organization of the United Nations
(FAO) 102, 190, 192, 247

forests 117, 143, 155, 199, 210
– forest dieback 119
– forest fires 155

Framework Convention on Climate Change; see United
Nations Framework Convention on Climate Change
(FCCC)

France 89
freshwater scarcity 49–50, 180, 192, 199

G
gender; see also women 163
generators; see also affected people 155, 161, 198, 201, 242,

253, 254, 271
genetic engineering 71, 74–77, 103, 265, 273, 276

– centers of genetic diversity 105, 108
– cloning 103, 265
– competitive advantage 105, 108
– DNA sequences 76, 93
– enhancer sequences 104–105
– gene transfer 75, 104
– German Genetic Engineering Act (Gentechnikgesetz,

GenTG) 106
– German Procedural Code for Genetic Engineering

(GentechnikVerfahrensordnung, Gen-TVfV) 106
– green genetic engineering 75, 106, 107
– hybridization 75–76, 99, 104
– marker genes 104, 107
– mutagens 103
– preadaptation 105
– promoters 104–105, 108
– red genetic engineering 75
– transgenic plants 75–76, 103–104, 107–110, 298
– wild populations 104, 108

German Federal Ministry for Economic Cooperation and
Development (BMZ) 176–177, 243, 313

German Nuclear Energy Act (Atomgesetz) 217
Germany 68, 79, 89–90, 103, 107, 115, 125, 141, 189, 217,

222, 224, 227, 235, 260
global governance 250, 313
Global Risk Report 245
globalization 174, 197
Great Britain 89, 91
Green Paper on Remedying Environmental Damage

(EC) 228
Green Revolution 78, 180, 190, 208
greenhouse gases 50, 126, 128, 134, 137, 143, 205

– carbon dioxide (CO2) 112–113, 118, 129, 143, 260, 286
– methane (CH4) 112, 136, 143, 205

guard rails 55–56, 135–136, 299
– development corridors 309

H
Hague Conference on Private International Law 228–229,

301
hazard 38, 62, 124, 137, 157, 166, 208, 248

– hazard potential 87, 142, 198, 265, 274
– moral hazard 225

health 50, 86, 91, 161–162, 176, 186, 188, 248, 298
HIV; see AIDS
Hong Kong 88, 98
Human Development Index (HDI) 177
hunger; see also world food supply 163, 183–184, 190–192

I
India 73, 83, 86, 163, 181, 186, 209
indicators 43, 47, 54, 112, 121, 185, 205, 216
Indonesia 155, 160, 177, 238

– Indonesian crisis 245
– Kalimantan 238

industrial accidents 221
– Bhopal 71, 176, 221
– Sandoz 72, 221, 230

industrialized countries 107, 112, 123, 134, 177–178,
189–190, 243, 248

infectious diseases 81–82, 90, 182, 186, 201, 298
– AIDS 81–87, 91, 186
– BSE 47, 81–82, 89–91
– co-infection 83
– Creutzfeldt-Jakob disease 82, 88
– epidemiology 89–90, 188
– gonorrhea 82, 86
– immune system 83, 86, 188
– influenza A 81, 87–88, 91
– latency 84, 91
– malaria 82, 176, 187–188
– mutagenicity 86, 91
– pandemics 81–82, 87–88, 186
– pathology 89–90, 298
– prevention 86, 298
– retroviruses 84, 91
– syphilis 82, 86
– therapy 75, 77, 79, 86, 188
– tuberculosis 82, 86, 176, 188
– vector 81, 99, 186–187

infrastructure 50, 142, 157, 182, 202, 234
innovations 59, 62, 171, 230, 237, 240, 265, 267–268, 288

– innovation process 243, 284, 312
– innovation risks 267, 271, 301

insurances 53, 225, 232, 269, 272
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– insurance premiums 216, 225, 272
– third-party liability insurances 227–228, 230

Intergovernmental Panel on Climate Change (IPCC) 128,
131–132, 245, 257, 310

International Atomic Energy Agency (IAEA) 227, 249,
311

International Civil Aviation Organization (ICAO) 249
International Convention for the Prevention of Pollution

from Ships; see MARPOL Convention
International Convention on Liability and Compensation

for Damage in Connection with the Carriage of
Hazardous and Noxious Substances by Sea (HNS
Convention) 227

International Decade for Natural Disaster Reduction
(IDNDR) 146, 304

International Maritime Organization (IMO) 227, 249
International Monetary Fund (IMF) 239
International Organization for Standardization (ISO) 249
international safety standards authority 303, 311
internationalization 174–175, 197
ionizing radiation 61, 156–157, 217
Iraq 73, 202, 249
Italy 89, 222

J
Japan 98, 134, 238
Joint United Nations Programme on AIDS (UNAIDS) 87

K
knowledge 110, 132, 136, 158, 164, 167, 173, 217, 232, 246,

257, 271–272, 276, 281, 284, 293, 301
– knowledge transfer 303
– transparent knowledge production 257

Kyoto Protocol 133–134

L
land use 94, 102
Latin America 83, 117, 140, 192
liability law 172, 219, 221, 223, 226, 237, 242, 269, 271–272,

277, 293, 306
– access to remedies 226
– class action 223–224
– compensation 221–222, 225–227, 231–232, 272
– conflict of laws 226, 228, 230, 301
– easement of proof 223
– environmental liability law 226, 228, 230
– liability based on fault 224
– liability funds 224, 231–232
– liability havens 226
– liability upon suspicion 226
– market share liability 223
– nuclear liability 226–227, 229
– pollution share liability 223
– presumption of causation 222–223
– prevention 221, 242, 248
– probability liability 222

– proportional assignment of damage 223
– strict liability 224, 227, 271–272, 292, 305, 309
– voluntary commitments 260, 307

Love Canal 160–162
Lugano Convention of the Council of Europe 228–230

M
Malaysia 208, 238
MARPOL Convention 102
media 79, 119, 157, 163, 197, 257
medicine 37, 75, 79, 107
meteorites; see also asteroids and comets 140, 143, 145
Mexico City 71
monetarization 210, 216, 272
Montreal Protocol on Substances that Deplete the Ozone

Layer 134, 188, 244
mountain zones 130, 180–181
Myanmar 205
myxomatosis 101

N
natural disasters; see also floods 50, 140, 142, 144–146, 181,

199
– earthquakes 142, 144, 147, 299
– tsunamis 140, 142, 147
– volcanic eruptions 67, 142, 144, 160, 299
– droughts 127, 140, 163, 180

needs 155–156, 185
net primary production 95, 113
Nigeria 87, 256
nitrogen fixation 93, 112
nitrogen imports 117

– critical loads 120
nitrogen oxides (NOx) 112, 130, 143
nitrous oxide (N2O) 112, 117, 143
non-governmental organizations (NGOs) 72, 123, 254, 256,

311–312
Nordic Environmental Protection Convention 228
North Atlantic 131, 137
nuclear energy 68, 145, 156, 165, 201, 249

– Castor casks 68–69
– final repository 68–69
– maximum credible accident (MCA) 38
– nuclear accidents 72, 227
– nuclear power plants 57, 68, 70, 72, 168
– radionuclides 71
– reactors 68, 70, 74, 287

O
oceans 50, 113, 126, 131, 137, 172, 199

– thermohaline circulation (THC) 131, 133, 136
oil pollution 227, 230

– ‘Exxon Valdez’ 221
– ‘Torrey Canyon’ 230

Organisation for Economic Co-operation and
Development (OECD) 107, 123, 227, 313
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ozone layer 128, 139, 143, 164, 284

P
Pakistan 73, 209
pandemics; see infectious diseases
participation 155, 183, 235, 256, 259, 287
permitting 234–236, 311

– IPPC Directive 235
– permitting law 235, 249
– plan approval (Planfeststellung) 234

persistent organic pollutants (POPs) 59, 121, 205
– ‘dirty dozen’ 123

pesticides 122, 162, 187, 205, 247
– dichlordiphenyltrichlorethane (DDT) 99, 122, 125, 187
– polychlorinated biphenyl (PCB) 122–123

pests; see also infectious diseases 50, 97, 203
philosophy 46, 54, 216
photosynthesis capacity 113, 117, 143
population growth 50, 127, 181, 192
potable water; see drinking water
poverty 174, 176–177, 182, 187

– income-poverty 177, 183
– poor, the 163, 176–177, 183, 193
– poverty alleviation 177, 242–243, 312

precautionary strategies 125, 217–218, 225, 248, 309
– diversity 184, 291
– self-help 178, 243, 312

presentation of risk 254
– risk-risk comparisons 218, 254

prior informed consent (PIC) 123, 246, 250
property rights 172, 175, 271
protected asset 36, 290
public 61, 72, 78, 80, 100, 146, 164, 188, 197, 254, 258
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rattan 238, 239
regulatory bodies 60, 256

– authorities 157, 161–162, 234, 249, 254
– environment and development associations 244–245
– institutions 71, 87, 173, 183, 226, 244, 270
– organizations 123, 155, 162, 168–170, 172, 244, 249, 254
– referendums 256
– statutory environmental insurance agencies 222, 232

regulatory controls 237, 239–240, 271, 273
renewables 71, 201
reproductive disturbances 125

– masculinization (imposex) 125
resilience 94, 287, 303
resistance 76, 82, 94, 107–109

– antibiotic resistance 77, 107
– herbicide resistance 108
– insect resistance 108, 110
– resistance management 109
– resistance markers 77, 107
– resistance of pathogens 187
– virus resistance 76, 109

resources, allocation of 218
Rhine 72, 141, 146
risk acceptance 36, 43, 168, 309
risk amplifiers 68, 83, 157, 242, 300
risk analysis 36, 38, 78, 102, 133, 199, 201

– Bayesian statistics 53, 217
– modeling 38, 277
– scenario formation 38
– sensitivity analysis 133, 136
– stochastic models 133

risk assessment 43, 93, 207, 248, 251, 298
– ambiguity 37, 139, 258
– certainty of assessment 52, 57, 70, 106, 138, 149, 253
– chance 38, 53, 288
– cognitive factors 157, 167, 280
– EIA-type risk assessment 254
– ignorance; see also uncertainty 53, 286, 293, 294
– indeterminacy; see also uncertainty 52–53, 58, 284
– invulnerability fallacy 280–281
– objective risk 38, 42
– probability of occurrence 37, 52, 55–56, 59, 71, 80, 91,

110, 136, 140, 149, 167–168, 183, 203, 286–287
– uncertainty 36–37, 41, 50, 70–71, 78, 135, 149, 195, 239,

284, 292
Risk Assessment Panel (UN) 244–245, 292, 305, 310
risk attenuation 155, 169, 287, 299, 312
risk chain 155, 157
risk classes 56, 91, 110, 121, 123, 137, 149, 274, 303

– Cassandra 60, 91, 138, 307
– Cyclops 58, 91, 110, 144, 149, 304
– Damocles 57, 144–145, 149, 202, 303
– Medusa 61, 80, 307–308
– Pandora 59, 82, 123, 125, 149, 217, 293, 306
– Pythia 59, 75, 91, 110, 138, 149, 265, 293, 306

risk communication; see also discursive approaches 40,
162, 251, 254, 277, 292
– credibility 80, 253
– mediators 253, 256, 259
– message square 252
– transparency 216, 235, 288

risk comparisons 215, 254
risk control 44, 219

– bans 125, 219, 250
– limit values 53, 80, 122, 135, 288
– technical instructions 219

risk evaluation 40, 55, 103, 120, 215, 218, 261, 311
– acceptability 36, 41, 215, 218, 261
– environmental filter 48–49
– global filter 48–49, 267

risk knowledge 173, 243, 265, 269–270, 276–277, 293, 312
risk management 42, 45, 82, 134, 139, 148, 157, 244, 269,

287–288, 301, 310
– agent management 289
– causal ignorance 285
– causal perception 286
– cognitive barrier 285–286, 289
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– cost-benefit analysis 133, 147, 216
– decision analysis 42, 133, 216
– decision logic 42, 215–216
– reagent management 289
– strategies 101–102, 109, 132, 157, 182–184, 198, 244, 252,

265, 269, 286, 289, 297, 301, 306–307, 310
– tolerable windows approach 135
– tools 40, 53, 63, 220, 226, 248, 274, 303, 313

risk perception; see also risk evaluation 39–40, 54, 91, 166,
201
– psychosomatic reactions 39, 61, 80

risk policy 41, 80, 149, 216, 239, 265, 277, 301, 312
risk potentials 64, 67, 70, 79, 98, 103, 107, 110, 140, 168–169,

196, 303
risk prevention 178, 184, 242, 312
risk reduction 147, 184, 215, 217, 242, 286, 303
risk regulation 261
risk transfer 267
risk traps 270, 279, 281–282, 286, 293

– social dilemma 281
risks

– amplification of risks 168, 171
– controllability of risks 54, 159, 167
– cumulative risks 242, 267
– exposure to risks 184
– habituation to risks 54, 167
– irreversibility of risks 54, 59, 72, 110
– natural risks 47, 159, 162, 176, 199
– phantom risks 61
– synergistic risks 237, 267
– unknown risks 241, 265, 267–269, 272–273, 292–293,

301
Russia 74, 134
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sea transport 227–228
sea-level rise 130, 137, 182
Secretariat of the United Nations; see also United Nations

(UN) 245–246
Security Council of the United Nations; see also United

Nations (UN) 246–247
selection 77, 103

– K-selection 94
– r-selection 94
– selection markers 77, 104, 107
– selection pressure 107
– selective advantage 75–76

sinks 50, 134, 186
smuggling 238–239
social disparities 176–178
social sciences 46, 182, 276, 300
social security systems 50, 182, 232, 243
soil convention 191
soils 50, 115, 117, 129, 180, 191, 193, 207

– acid deposition 115–116

– acid neutralization capacity 115
– acidification 113, 115, 117
– buffering capacity 115–116, 118
– desertification 163, 191, 202
– FAO soil map 116–117
– nitrification 115
– soil degradation 50, 191

species 50, 75–76, 89
– Intermediate Disturbance Hypothesis 94
– keystone species 95
– population explosions 96–97, 110, 195
– species composition 95, 115, 126
– species diversity; see also biodiversity 94, 104, 119

Sri Lanka 205, 208
standards 201, 217–218, 232, 236, 249, 254, 311

– codes of behavior 274
– environmental standards 172, 175, 307, 313
– ISO standards 249
– liability standards 226
– peer review 249
– safety standards 74, 157, 169, 254

statistics 52, 126, 136, 185, 238
structural adjustment 243
Stuttgart Center of Technology Assessment (Akademie

für Technikfolgenabschätzung) 43, 79
Swiss Industrial Accident Ordinance (Störfallverordnung,

StFV) 43
Switzerland 43, 72, 89, 281
syndromes of global change 50, 194, 202, 209

– Aral Sea Syndrome 202, 209
– Contaminated Land Syndrome 201
– Dust Bowl Syndrome 203–205, 207
– Favela Syndrome 202, 204
– Green Revolution Syndrome 204–205
– Katanga Syndrome 201
– Major Accident Syndrome 201
– Mass Tourism Syndrome 201
– Overexploitation Syndrome 199
– Rural Exodus Syndrome 203
– Sahel Syndrome 202–204, 209
– Scorched Earth Syndrome 201–202
– Smokestack Syndrome 203
– Urban Sprawl Syndrome 201
– Waste Dumping Syndrome 201–202, 204
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– high-risk technologies 74, 170, 250
– technology pathways 175, 288

technology 166, 173, 217
– anti-technology bias 165–166, 268
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Thailand 86, 100, 208
transition countries 244
Tropical Ocean Global Atmosphere (TOGA) 131
tsunamis; see natural disasters
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Uganda 83, 87
Ukraine 73, 134, 208
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United Nations Convention to Combat Desertification in

Countries Experiencing Serious Drought and/or
Desertification, Particularly in Africa (CCD) 191, 244,
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United Nations Economic Commission for Europe
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urban planning 182
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utility 41, 70–71, 170, 196, 207, 216, 281

– expected utility 43, 48
– gain 55, 240, 279
– overall utility 219
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227, 249
Vietnam 83, 100, 205
volcanic eruptions; see natural disasters
vulnerability 49, 102, 130, 140, 176, 178–180, 300

– social vulnerability 180, 182–184, 252
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weapons systems 72, 74, 168
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women; see also gender 83, 161, 163, 177, 181
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